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application of EM analysis using computational methods. The symposium offerings include technical presentations.
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Papers may address general Issues in applied computational electromagnetics, or may focus on specific applica
tions, techniques, codes, or computational issues of potential interest to the Applied Computational Electromagnet-
ics Society membership. Area and topics include:

Code validation
Code performance analysis
Computational studies of basic physics
Examples of practical code application
New codes, algorithms, code enhancements, and code fixes
Computer Hardware Issues
Partial list of applications: antennas wave propagation

radar imaging radar cross section
shielding bioelectromagnetics
EMP EMI/EMC visualization
dielectric & magnetic materials inverse scattering
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+.+ +. NEW+ + . INSTRUCTIONS FOR AUTHORS AND TIMTABLE .+ + +. NEW ++ +
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See below for instructions for the format of paper.

December 21, 1998: Authors notified of acceptance,

PAPER FORMATTING REQUIREMENTS

The recommended paper length is 6 pages, with 8 pages as a maximum, including figures. The paper should be
camera-ready (good resolution, clearly readable when reduced to the final print of 6 x 9 inch paper). The paper
should be printed on 8-1/2 x 11 inch papers with 13/16 side margins, 1-1/16 inch top margin, and I inch on the
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SHORT COURSES

Short courses will be offered in conjunction with the Symposium covering numerical techniques, computational
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principally on Monday March 15 and Friday March 19. Fees for Half-day course will be: $90 per person if booked
before 1 March 99; $100, if booked from 1 March to 15 March 99: and S110 if booked at Conference time. Pull.
day Courses wilt be: $140 if booked before I March 1999; $150 if booked from I March to 15 March; $160 if
booked at Conference time. Short Course Attendance is not covered by the Symposium Registration Fee!
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Vendor booths and demonstrations will feature commercial products, computer hardware and software demon.
strations, and small company capabilities.
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PREFACE

On behalf of the ACES Technical Program Committee, I welcome you to -The 14th Annual Review of Progress
in Applied Computational Electromagnetics." The Symposium spans the five day period from Monday,
March 16 through Friday, March 20, 1998, and takes place at the Naval Postgraduate School (NPS) in
Monterey, California. The Symposium is sponsored by the Applied Computational Electromagnetics
Society, NPS, and the University of Illinois at Urbana-Champaign.

Monday, March 16 and Friday, March 20 are devoted to short courses. A total of eight short courses will
be offered. Technical sessions will take place Tuesday. March 17 through Thursday, March 19, with an
Interactive Poster Session and Vendor Exhibits scheduled for Tuesday afternoon. This year's SymTposium
features a total of 20 technical sessions. For the second time, the Symposium will hold a Student Paper
Contest.

The organization of the Symposium would not have been possible without the cooperation of my
Symposium Co-Chairmen, Professor Michael Jensen, who organized short courses and Professor Randy
Haupt, who reviewed papers. I would also like to thank Professor Keith Whites, our capable Vendor-Chair.
for organizing vendor exhibits. My appreciation also goes to Professor Richard Adler for providing access
to the NPS facilities and his unending dedication to the annual ACES conferences, to Dr. Bob Bevensee. the
ACES Conference Committee Chairman. for his support, and to Professor Eric Michielssen for his
suggestions. Pat Adler, Shirley Dipert, and Linda Vogel assisted in the compilation of the author database
and the printing of the proceedings. Finally. I would like to thank the session organizers for putting together
some excellent sessions.

Enjoy the 14th Annual Review and your stay in Monterey.

Jianming Jin
Technical Program Chair
1998 ACES Conference
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ACES PRESIDENT'S STATEMENT

Welcome to the Fourteenth Annual Review of Progress in Applied Computational Electromagnetics. I don't
know what El Nino has planned for outdoors, but the weather inside should be nice. Jianming Jin, Michael
Jensen, Randy Haupt, Keith Whites, and Dick Adler, have developed an outstanding agenda. The range of
session topics continues to increase, which speaks well for the applicability of Computational Electromag-
netics to science and engineering.

Since this is my last conference as ACES President, and because I will be absent from the Conference this
year, I will give thanks in this note to those people who deserve it. In particular, I want to thank Dick and
Pat Adler for their continued hard work on our behalf. Pat has put together an outstanding team of workers,
whom you will see when you register, of if you have any questions about the conference, or if you simply
want to drop in and say "hi" to. My thanks go, also, to those faithful members of the Board of Directors,
who labor on your behalf throughout the year to ensure that our Society, and this Conference, are of the
highest professional caliber. If you run into any of these folks, give them a pat on the back; they deserve
it. I congratulate all of the winners of this year's awards; it has been my pleasure in the past to shake your
hands directly. This year I will do it remotely, but the sincerity Is still there.

Finally, my thanks go to each of you who is in attendance, especially those who are presenting papers. You
have made the Annual Review one of the outstanding professional-technical conferences in Computational
Electromagnetics.

Best wishes,

Harold A. Sabbagh, President
Sabbagh Associates, Inc.
4635 Morningside Drive
Bloomington, IN 47408
(812)339-8273
(812)339-8292 FAX
email: has@sabbagh.com
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ACES 1998 SHORT COURSES

MONDAY 16 MARCH FULL-DAY COURSES

0830 - 1630 "Recent Advances in Fast Algorithms for Computational Electromagnetics",
Weng Cho Chew. Jiming Song. Eric Michielssen, and Jianming Jin, Center for

Computational Electromagnetics, University of Illinois at Urbana-Champaign.

0830 - 1630 "An Introduction to the Fast-MoM in Computational Electromagnetics",
All R. Baghal-Wadji, Department of Applied Electronics.
Vienna University of Technology. Vienna. Austria.

0830 - 1630 "Finite Elements for Electromagnetics", John R. Brauer, Ansoft Corporation.
Milwaukee, WI.

MONDAY 16 MARCH HALF-DAY COURSES

0830 - 1200 "A Survey and Comparison of Computational Electromagnetlcs Options",
Edmund K. Miller. Santa Fe, NM.

1300 - 1630 "Using Model-Based Parameter Estimation to Increase the Efficiency and Effectiveness
of Computational Electromagnetics", Edmund K. Miller, Santa Fe, NM.

FRIDAY 20 MARCH FULL-DAY SHORT COURSES

0830 - 1630 "Practical Genetic Algorithms." Randy L. Haupt,
University of Nevada, Reno, Reno, NV.

0830 - 1630. "Application of the Finite-Difference Time-Domain Method to Simulation of
Electromagnetic Coupling to the Human Body."
Cynthia Furse. Utah State University. Logan, UT

0830 - 1630 "Using Mathematical Software (MATHCAD and MATLAB) for Computational
Electromagnetics," Jovan Lebaric. Naval Postgraduate School. Monterey, CA
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FINAL AGENDA

The Fourteenth Annual Review of Progress in Applied Computational Electromagnetics

NAVAL POSTGRADUATE SCHOOL
16-20 MARCH 1998

Jianming Jin, Technical Program Chairman

Michael A. Jensen, Conference Co-Chair & Short Course Chairman

Randy L. Haupt, Conference Co-Chair

Keith Whites, Vendor Chairman

Richard W. Adler, Conference Facilitator

MONDAY MORNING 16 MARCH 1998

0730 -0820 SHORT COURSE REGISTRATION Glasgow 103

0830 - 1630 'Recent Advances in Fast Algorithms for Computalional Electromagnetics", Weng Cho Chew, Jiming Song,
Eric Michielssen, and Jianming Jin, Center for Computational Electromagnetics, University of Illinois at Urbana-Champaign.

Full-day course

0830- 1630 'An Introduction to the Fast-MoM in Computational Electromagnetcs', All R. Baghai-Wadji, Department of Applied

Electronics, Vienna University of Technology, Vienna, Austria. Full-day course.

0830- 1630 Finite Elements for Elestromagnetics", John R. Brauer, Ansoff Corporation, Milwaukee, WIl. Full-day course

0830- 1200 "A Survey and Comparison of Computational Electromagnetics Options', Edmund K. Miller, Santa Fe, NM.
Half-day course

1300- 1630 'Using Model-Based Parameter Estimation to Increase the Efficiency and Effectiveness of Computational
Electromagnetlics, Edmund K. Miller, Santa Fe, NM. Half-day course

0900- 1800 CONFERENCE REGISTRATION Glasgow 103

1200 SOD MEETINGILUNCHEON Terrace Room, Herrmann Hall

1630-1830 BOD CONTINUATION MEETING Glasgow 114

TUESDAY MORNING 17 MARCH 1998

0715 - 0750 CONTINENTAL BREAKFAST Glasgow Courtyard

0745 -0800 ACES BUSINESS MEETING President Hal Sabbagh Glasgow 102

0800-1810 WELCOME Jianming Jin Glasgow 102

SESSION 1: CEM ANALYSIS AND APPLICATION WITHIN AN ENGINEERING ENVIRONMENT (Parallel with Sessions 2 & 3)
Chair Kenneth R. Siarfiewicz (Organizer), Co-Chair. Donald R. Pflug (Co-Organizer)

0820 Frameworks-Future Paradigm for CEM Analysis K.R. Siarkiewicz

0840 REF CEM Data Dictionary T. Wharton & J.A. Evans

0900 Air Force Research & Engineering Framework Control Panel D.M. Hallatt & J. A. Evans

0920 Continued Application of the Research and Engineering Framework (REF) at Raytheon J. LaBelle, B. Hantman
H. Wright, Y. Chang,
R. Abrams

0940 The Innovative Research Testbed: A PC-Based High Performance Computing and D.M. Leskiw, G. Ingersoll
Web-Based Collaboratory for Computational Electromagnefics T. Vidoni & R. Redmond

1000 BREAK
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TUESDAY MORNING 17 MARCH 1998

SESSION 1: CEM ANALYSIS AND APPLICATION WITHIN AN ENGINEERING ENVIRONMENT (cant)

1020 Illustrating the Application of Expert Systems to Computational Electmragnetcs A.L.S. Drozd, T.W. Elocher
Modeling and Simulation C.E. Carroll, Jr., & JM Allen

1040 Some Present and Future Aspects of the Quality of Solution in Computational Electromagnetics D.R. Pflug

1100 On the Use of Computational Electromagnetics in the Radar Cross Section Measurement K.C Hill & W D Wood, Jr
Calibration Process

1120 Radar Calibration at Low Frequencies Using a Triangular Trihedral Comer Reflector C.Y. Shen

1200 LUNCH

SESSION 2: FINITE-DIFFERENCE TIME-DOMAIN APPLICATIONS (Parallel with Sessions 1 & 3)
Chair: John Beggs (Organizer), Cu-Chair Melinda Piket-May

0820 Time Domain Analysis of Small Muali-Sector Monopole Yagi-Uda Array Antenna T. Maruyama, K Uehara.
Mounted on a Finite Ground Plane Using FDTD Method T. Hod, K. Kagoshima

0840 Antenna Performance Calculation in Lossy Media with FDTD Method M. Cal & N Ljepoeevic

0900 Far-Zone Transformation in FDTD for VHF-band SAR-image Simulations T. Martin & L Ulunder

0920 FDTD Simulations Used to Correct for Ground Effects in Aircraft Testing G. Ediksson & U. Thibblin

0940 Validation of FDTD-Computed Handset Pattems by Measurement C.W. Trueman, S J. Kubina,
J.E. Roy, W.R. Lauber,
M Vall-Ilossera

1000 BREAK

1020 FDTD Anatysis of Rip Chip Interconnects A Z. Elsherbeni,
V. Rodriguez-Pereyra,
C.E. Smith

1040 FDTD Analysis of the Celestron-8 Telescope R.R. DeLyser

1100 Modifying a Graphically-Based FDTD Simulation for Parallel Processing G Haussmann, M Pikel-May
K. Thomas

1120 A Time Domain Method for High Frequency Problems Exploiting the Whitney Complex A. Aeluo, T. Tarhasaari
L. Kettuner

1140 Treatment of Boundaries In Multiresolution Based FDTD Multigrid K. Goverdhanam, E. Tentzeris
L.P.B. Katehi

1200 LUNCH

SESSION 3: APPLICATION OF ANALYTIC AND COMPUTATIONAL METHODS TO THE MODELING OF ELECTROMAGNETIC
MATERIALS (Parallel with Sessions I & 2)
Chair: Rudy Diaz (Organizer), Co-Chair. David H. Y. Yang

0820 Computing Dispersion Relations and Radiation Spectra in Photonic Band Gap Materials by Plane T. Suzuki & P.K. L. Yu
Wave Expansion Method

0840 Waveguides In Photonic Band Gap Materials M M. Sigalas, R. Biswas
K.M Hiu, C.M. Soukoulis
DO. Crouch

0900 Is There a Relationship Between a Random and an Ordered Composite Micturer W.M. Merrill, S.A. Kyriazidou

- STUDENT PAPER CONTEST - N.G. Alexopoulos

0920 An Analytic Framework for the Modeling of Effective Media R E, Diaz

0940 Finite Grain Boundary Effects for Magnetic Materials: Tunneling and Intergrain Gaps G.G. Bush

1000 BREAK
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TUESDAY MORNING 17 MARCH 1998

SESSION 3: APPLICATION OF ANALYTIC AND COMPUTATIONAL METHODS TO THE MODELING OF ELECTROMAGNETIC
MATERIALS (cont)

1020 Numerical Computation of the Complex Dielectric Permittivity: FFT-Based Hilbert Transform F. Castro & B. Nabet
Approximation of the Kramers-Kronig Relations - STUDENT PAPER CONTEST -

1040 Rayleigh Analysis of Novel Dense Medium Exhibiting Narrow-Band Transparency Window S.A. Kryialidou, R.E. Diaz
N.G. Alexopoulos

1200 LUNCH

TUESDAY AFTERNOON 17 MARCH 1998

INTERACTIVE POSTER SESSION Ballroom, Herrmann Hall

1300-1530

VENDOR EXHIBITS Ballroom, Herrmann Hall
1300-1900

WINE AND CHEESE BUFFET Ballroom, Herrmann Hall
1500 - 1700

SESSION 4: INTERACTIVE POSTER SESSION Ballroom, Herrmann Hall

Finite Difference Formulation - Expanding the Capabilities K. Davey

Time and Frequency Domain Numerical Modeling of Outbound and Standing Power from G. Liu, C.A. Grimes
Perpendicularly Oriented, Electrically Small TM Dipoles K.G. Ong

Efficient Analysis of Large Two-dimensional Arbitradly Shaped Finite Gratings for V. Jandhyala, D. Sengupta
Quantum Well Infrared Photo-detectors B. Shanker, E. Michielssen

M. Fang, & G. Stillman

Forward and Backward Propagation Algorithms Applied to the Electromagnetic G.F. Crosta
Scattering by an Impenetrable Obstacle: A Progress Report

Analysis of Broad Wall Slots Excited by Tuning Screws T. Azar & R.Coren

Closed-Form Expression of the Are-Length of the Toroidal/Helical Equilibrium Orbit R.A. Speciale

Asymptotic Techiques In Naval Ship Design R. Routier & R. Burkholder

A BCG-FFT Solution of Scattering and Radiation by Large Finite Arrays of Microstrip C-Fu Wang, F. Ling,
Antennas J-M Jin

Analytic Solurion for Low-Frequency Electric Induction in an Equatoedally Stratified Sphere T.W. Dawson

Parallelizing Computational Electromagnetics Code Using the Parallel Virtual E. Skochinski & S. Regarajan
Machine: Examples

SAF Analysis Codes for Predicting the Electromagnetic Effectiveness of Antennas Enclosed B.J. Cown, J.P. Estrada
in Composite Structures R. Router

Some Concentrated Soluaons on Hemholtz Equation with Noslocal Nonlinearity Y.N. Cherkashin
V.A. Eremenko

Hysteresis and Eddy Currents in Ferromagnetic Media J. Fuzi & A. Ivanyl

Electrical Circuit Analysis Considering Hysteresis in Coil Cores J. Fuzi

A Paradigm for Proving the Convexity Properties of Slowness Curves A.R. Baghai-Wadji

On the Strict-Convexity of the Slowness Surfaces for the Fastest Bulk-Acoustic-Waves in A.R. Baghai-Wadji
Piezoelectric and Piezoelectromagnetic Media

Solving EMC Problems Using the FDTD Method F. Gisin & Z. Pantic-Tanner

TUESDAY EVENING 17 MARCH 1998 BOO DINNER

xxi



WEDNESDAY MORNING 18 MARCH 1998

0730- 0800 CONTINENTAL BREAKFAST Glasgow Courtyard

SESSIONS5: TmM MODELING AND APPLICATIONS (Parallel with Sessions 6, 7 & BI))
Chair: Wolfgang Hoofer fOrganizer). Cu-Chair: Peter Russer

0820 A Hybrid Time Domain TIM-Integral Equation Methiod for Soltifon of Radiation Problems L. P~eruntori, S. Lndesmrelor
P. Russer

0840 Comparison of Symmetric Condense TLM. Yee FDTD end Integer Laftice Gas Automata N. Simons, Rt. Stastrassian
Solutions for a Problem Containing a Sharp Metallic Edge J. LoVetni, G. Bridges

M. Cahaci

0900 Some Observations on Stubs, Boundaries and Parity Effects in TLM Models D. do Cogan A C Ken

0920 Modelling of Dispersive Media in TLM Using the Propagator Approach J. Rebel S P. Rusner

0940 Characterization of Duaslplanar Structures Using the TLM Method 0. Portz, U. Muller & A. Boyer

1000 B3REAK

1020 Generation of Lumped Element Equivatent Circaits from Time-Domain Scatenrr~g Signals T. Masgold & P. Russer

1040 TLM Analysis of an Opfical Sensor R.R Detyser

1100 TLM Modeling and TDR Validationcof Soil Moisture Probe forr Environmental Sensing G Turdisli, M Righi, L. Cascio
W.J.R Hoofer, & Rt. McFeriane

1120 TLM Analysis of the Celestron-If Telescope R.R. DeLyser

11140 Near to Far Pield Transtortnation via Parabolic Ecutioan - STUDENT PAPER CONTEST A N. Karokhtin. Y.V. Kopytov.
A.V. Popov, & A.V. Vinogradov

1200 LUNCH

SESSION 6: FREQUENCY-DOMAIN FAST ALGORITHMS (Parallel with Sessions 6, 7 & 8)
Chair: Jiming Song (Organizer), Co-Chair: Weng Cho Chew (Co-Organizer)

0820 Recent Advances lnttie Numerical Solation of Integral Equtiaons Applied to EM Scattering P. Culles 0 C. Brennan
from Terrain

0840 Solution of Combined-Field Integral Equation Using Multi-Level Fast Maltipslo Algonrtihm X.O. Sheng. J.M. Jic, J.M Song
for Scattering by Homogeneous Bodies W.C. Chew, & C.C. Lu

0800 Comparisons of FMM and AIM Comyression Sohemes in Finite Element - Boundary K. Sorrel D S Filipovic
tntegral Imaplermentations for Antenna Modeling S. Bindiganavale, & J.L. Volakis

0920 High-Order Nystrom Discretization for Faster, more Accurate Scainering Calculabons L.S, Casino, J.J. Ottusch
M.A. Stalzer, J.L. Vistrer
S M Wandzura

0940 Large Scale Compating with the Fast Illinois Solver Coda �Requirements Scaling Properties J. Song A W.C' Chew

1000 BREAK

1020 A Fast Technique for Determining Electromagnetic and Acoontic Wave Behavior in M.A. Jensen
Ishornogeneous Media

1040 Rapid Analysis of Perfectly Conducting and Penetrable Quasi-Planar Structures with the V. Jandtiyata. E. Michielssen
Steepest Descent Foot Mulhypole Method B. Stianher, & W.C. Chew

1100 Iterative Solution Strategies In Adaptive Integral Method (AIM) E. Bteszyrrski, M Bleszynski
T. .taroszewlcz

1120 A Past Moment Method Matrix Solver FX. Canning & K. Rogovin

1140 Vector Parabolic Equation Technigae for the RCS Calculations A.A. Zapor~ohets & M, F. Levy

1200 LUNCH
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WEDNESDAY MORNING 18 MARCH 1998

SESSION7: ELECTROMAGNETICS IN BIOLOGICAL AND MEDICAL APPLICATIONS (Parallel with Sessions 5,6 & 8)
Chair: Cynthia Furse (Organizer), Co-Chair: Marie A. Stuchly

0820 EM Interaction Evaluation of Handset Antennas and Human Head: A Hybrid Technique K.W. Kim & Y. Rahmat-Samii

0840 Comparison of RGFM and FDTD for Electromagnetic-Tissue Interaction Problems M.A. Jensen

0900 Isolated vs. in situ Human Heart Dosimetry under Low Frequency Magnetic Exposure T.W. Dawson, K. Caputa
M.A. Stuchly

0920 Faster Than Fouder - Ultra-Efficient Time-to-Frequency Domain Conversions for FDTD Applied CM. Furse
to Bioelectromagnetic Dosimetry

0940 Modelling of Antennas in Close Proximity to Biological Tissues Using the TLM Method J. Paul, C. Christopoulos
D.W.P. Thomas

1000 BREAK

SESSION 8: ADVANCES IN PERFECTLY MATCHED LAYERS (PML) (Parallel with Sessions 5, 6, & 7)
Chair. Weng Cho Chew, Co-Chair: Oing Huo Liu

1020 Conformal Perfectly Matched Layer F.L. Teixeira & W.C. Chew

1040 Stability Analysis of Cartesian, Cylindrical and Spherical Perfectly Matched Layers F.L. Teixeira & W.C. Chew

1100 A Unified Approach to PML Absorbing Media D.H. Werner & R. Mdtra

1120 Comparison of the Performance of the PML and the Liao Absorbing Boundary Formulation M. Vall-Ilossera, C.W. Trueman

1140 A Unianial PML Implementation for a Fourth Order Dispersion-Optimized FDTD Scheme G. Haussmann & M. Piket-May

1200 LUNCH

WEDNESDAY AFTERNOON 18 MARCH 1998

SESSION 9: VISUALIZATION IN CEM (Parallel with Sessions 10,11 & 12))
Chair. Janice Karty (Organizer), Co-Chair Stanley J. Kubina

1320 Plate Scattering Visualization: Images, Near Fields, Currents, and Far Field Patterns J. Shaeffer & K. Horn

1340 Visualization Aids for Effective Aircraft Antenna Simulations S.J. Kubina, C.W. Trueman
0. Luu, D. Gaudine

1400 Visualization of Radiation from a Spiral Antenna Using EM-ANIMATE R.A. Peadman, M.R. Axe
J.M. Bomholdt, & J.M. Roedder

1420 Evolution of an Antenna Training Aid Using Electromagnetic Visualisation A. Nott & D. Singh

1440 The NEC-BSC Workbench: A Companion Graphical Interface Tool G.F. Paynter and R.J. Marheta

1500 BREAK

1520 A New Tool to Assist Use of Legacy Programs B. Joseph, A. Paboojian,
S. Wooff, E. Cohen

1540 Visual EMag: A 2-D Electromagnetic Simulator for Undergraduates D. Garner, J. Lebaric
D. Vollmer

1600 Exploring Electromagnetic Physics Using Thin-Wire Time-Domain (TWTD) Modeling E. K. Miller

SESSION 10: ABCS FOR CEM: THEORETICAL AND IMPLEMENTATION (Parallel with Sessions 9,11 & 12)
Chair: Peter G. Petropeulos (Organizer), Co-Chairn Omar M. Ramahi

1320 The Concurrent Complementary Operators Method for FDTD Mesh Truncation O.M. Ramahi

1340 Accurate Boundary Treatments for Maxwell's Equations and Their Computational T. Hagstrom, B.K. Alpert
Complexity L.F. Greengard, S.I. Hariharan

1400 Perfectly Matched Layer Methods in Spherical Coordinates B. Yang & D. Gottlieb
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WEDNESDAY AFTERNOON 18 MARCH 1998

SESSION 10: ABCS FOR CEM: THEORETICAL AND IMPLEMENTATION (cant)

1420 The PML for Maxwells Equations in Cylindrical and Spherical Coordinates P.G. Petropoulos

1440 A Comparison of the Grote-Keller and Unsplit PML Absorbing Boundary Conditions for NV. Kantartzis,
Maxwell's Equations in Spherical Coordinates P.G. Petropoulos, T.D, Tsiboukis

1500 BREAK

1520 A Systematic Study of Three PML Absorbing Be lundary Conditions Through a Unifhed J.-O. He & 0.-H. LU
Formulation In Cylindrical Coordinates

1540 Preconditioned Generalized Minimal Residual (GMRES) Solver for Domains Truncated Y.Y. Botros A J L. Volakis
by Perfectly Matched Layer (PML) Absorbers

1600 PML Implementation for the Battle-Lemarie Multiresolution Time-Domain Schemes E. Tentzers, R. Robertson
L.P.B. Katehi

1620 A PML-FDTD Algorithm forGeneral Dispersive Media G-X Fan A O H. Liu

SESSION 11: CEM AND PARAMETER EXTRACTION FOR PACKAGING ANALYSIS (Parallel With Sessions 9, 10 & 12)
Chair: Emilie van Deventer (Organizer), Co-Chair: Jose E. Schutt-Aine

1320 A Now Generalized De-embedding Method for Numerical Electromagnetic Analysis Y.O. Shlepnev

1340 A Circuit Extraction Approach in PCB Power-Bus Analysis H. Shi & J L. Drewnlak

1400 Modeling of Conductor and Dielectric Losses in Packages J. Poltz

1420 Extraction of Effective Capacitance and Inductance of a Power Distribution Structure A. Byers, S. Boots
from Numerical Field Data M Piket-May. A R. Gravrok

1440 Extraction of Equivalent Circuit Parameters of Interconnections Using FDTD and PhIL F. Liu & J.E. Schuff-Aine

1500 BREAK

SESSION 12: REDUCED-ORDER MODELING IN ELECTROMAGNETICS (Parallel with Sessions 9,10 & 11)
Chair: Andreas C. Cangellaris, Co-Chairu R.F. Remis

1520 The Use of a Correspondence Principle in Reduced-Order Modeling of Electromagnetic R.F. Remis
Wave Fields P.M. van den Berg

1040 The Spectral Lanczos Decomposition Method for Efficient Time-Domain and M. Zunoubi, J-M Jin
Frequency-Domain Finite-Element Solution of Maxwell's Equations K. Donepudi, & W.C. Chew

1600 Passivity of Discrete Electromagnetic Systems M Zunoubi, J-M. Jin
AC. Cangellaris & L. Zhao

1620 Rational Krylov Reduced Order Modeling of Multiscreen Frequency Selective Surfaces - D.S Welle, E. Michmelssen
- STUDENT PAPER CONTEST - K. Gallivan

WEDNESDAY EVENING 19 MARCH 1998

1830 NO HOST BAR Terrace Room, Hoermann Hall

1930 AWARDS BANQUET La Novla Room, Herrmann Hall
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THURSDAY MORNING 19 MARCH 1998

0730-0800 CONTINENTAL BREAKFAST Glasgow Courtyard

SESSION 13: FINITE ELEMENT METHOD (Parallel with Sessions 14,15 & 16)
Chair. John R. Brauer, Co-Chair: Jin-Fa Lee

0820 Companing High Order Vector Basis Functions J.S. Savage

0840 Mesh Refinement for Hybrid FEM in the Analysis of Printed Antennas and Arrays J. Gong, D. Bernstein
S. Wedge

0900 A Novel, Efficient Algodthm for Scattering from a Complex BOR Using Vector FEM and PML A.D. Greenwood & J-M. Jin
-- STUDENT PAPER CONTEST-

0920 Homogenized Finite Element Model of a Beam Wavegulde Resonator Antenna with Over J.R. Brauer
One Hundred Coupling Holes

0940 A Surface Admittance Formulation for the Transient Modeling of Skin Effect and Eddy K.N. Wassef & ARF. Peterson
Current Problems - STUDENT PAPER CONTEST -

1000 BREAK

1020 Verification of Eddy Current Analysis of Engineering Oriented Loss Model (Problem 21) N. Takahashi, K. Fujiwara, K.
Sugiyama J. Takehara

1040 Jacobi-Davidson Algorithm for Modeling Open Domain Lossy Cavities C. Liu & J-F Lee

1100 Analysis of Electromagnetic Penetration Through Apertures of Shielded Enclosure Using B-W. Kim, .-C. Chung
Finite Element Method T-W. Kang

1120 hp-Adaptive Edge Finite Elements for Maxwell's Equations L Demkowicz, L. Vardapetyan
W. Rachowicz

1200 LUNCH

SESSION 14: RECENT ADVANCES IN TIME-DOMAIN TECHNIQUES (Parallel with Sessions 13,15 & 16)
Chair. Douglas C. Blake, Co-Chair. Douglas J. Riley

0820 An Analysis of Programming Models for Time-Domain CEM Codes on RISC-Based D.C. Blake & J.S. Shang
Computers

0840 The VOLMAX Transient Electromagnetic Modeling System, including Sub-Cell Slots and D.J. Riley & C.D. Turner
Wires on Random Non-Orthogonal Cells

0900 Using the Finite Integration Time Domain Technique at Low Frequencies R. Ehmann & T. Weiland

0920 Modelling Dispersive Media Using the Finite Integration Technique S. Gutschling, H. Kruger,
T. Weiland

0940 Transient Analysis of Thin Wire Antennas Mounted on Three-Dimensional Perfectly K. Aygun, A.A. Ergin,
Conducting Bodies B. Shanker S.E. Fisher

E. Michielssen

1000 BREAK

1020 A PSTD Algorithm in Cylindrical Coordinates O.H. Liu & J. 0- He

1040 On the PSTD Method for Large-Scale Problems OQH. Uu

1100 Pseudospectral Time-Domain Modeling of Diffractive Optical Elements J.S, Hesthaven, P.G. Dinesen
J.P. Lynov

1120 Transient Analysis of Acoustic Scattering Using Marching-on-in-Time with Plane Wave A.A Ergin, B. Shunker
Time Domain Algorithm K. Aygun, & E. Michielssen

1140 A Two Level Plane Wave lime Domain Algorithm for Fast Analysis of Transient B. Shanker, A.A. Ergin
Electromagnetic Scattering K. Ayugun, & E. Michielssen

1200 LUNCH
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SESSION 15: EMI/EMC (Parallel with Sessions 13,14 & 16)
Chair: Todd Hubing (Organizer), Co-Chair: Bruce Archambeault

0820 EMC Modeling of Shielded Enclosures with Apertures and Attached Wires in a Real-World B. Archambeault, K Chamberlin
Environment 0. Ramahi

0840 Proposed Standard EMI Modeling Problems for Evaluating Tools which Predict Shielding B, Archambeault & 0 Ramahi
Effectiveness of Metal Enclosures
I

0900 A Study In the Proper Design of Grounding for SMPS Converters and the Role of CEM R. Perez

0920 Expert System Algorithms for EMC Analysis T. Hubing N. Kashyap
J. Drewniak, T. Van Doren
R Dumroff

0940 The Electromagnetic Comatibility Characteristics of Buildings In Mobile Radio Waves Y. Miyazaki & P. Selormey
Propagation Channel

1000 BREAK

SESSION 16: HYBRID TECHNIQUES (Parallel with Sessions 13,14 & 15)
Chair: Uldch Jakobus, Co-Chair: William D. Wood, Jr.

1020 Extension of the MoM/PO Hybdd Technique to Homogeneous Dielectric Bodies U Jakobus

1040 EMAP5: A 3D Hybrid FEM/MoM Code Y. Ji & T. Hubing

1100 Iterative Coupling of MoM and MMP for the Analysis of Metallic Structures Radiating in H-O. Ruoss, U. Jakobus
the Presence of Dielectric Bodies F.M Landstorfer

1120 A Hybrid Algorithm for Frequency Selective Surface Analysis M J Walker

1140 Generalized Networks for Waveguide Step Discontinuities M. Mongiardo, P. Russer
M. Dionigi & L.B. Felsen

1200 LUNCH

THURSDAY AFTERNOON 19 MARCH 1998

SESSION 17: SIGNAL PROCESSING TECHNIQUES IN CEM (Parallel with Sessions 18, 19 & 20)
Chair: Douglas H. Warner (Organizer). Co-Chair: Ping L. Warner (Co-Organizer)

1320 Using Windowed, Adaptive Sampling to Minimize the Number of Field Values Needed to EX. Miller
Estimate Radiation and Scattering Patterns

1340 Spectral Domain Interpolation of Antenna Radiation Patterns Using Model Based R.J Allard, D.H. Weme-

Parameter Estimation and Genetic Algorithms J.S. Zmyslo. & P.L. Warner

1400 An Accurate Algorithm for Nonuniform Fast Fuarier Transforms (NUFFT) and Its Applications OH. Liu A N. Nguyen

1420 A Subspace Approach to Fast Moment Method Scattering Predictions over Limited Sectors J. Stach

1440 Application of Biorthogonal B-Spline-Wavelets to Telegrapher's Equations M. Aidam & P. Russer

1500 BREAK

1520 NEC Acceleration by the Wavelet Matrix Transform Y.H. Lee & Y. Lu

1540 Adaptive Segmentation Algorithms for Optimal NEC Modelling of Wire-Grd Structures Y.H. Lee & Y. Lu

SESSION 18: HF-UHF PRACTICAL ANTENNA TOPICS (Parallel with Sessions 17,19 & 20)
Chair: W. Perry Wheless, Jr. (Organizer), Co-Chair Nathan Cohen

1320 Comparison of Shipboard HF Transmit Fan Characteristics: NEC versus Scale-Model K. Lysiak & P. Dombwshky
Measurements

1340 NEC Model Results for Shipboard Shielded Crossed Loop Antennas with Scale-Model K. Lysiak
Range Data
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THURSDAY AFTERNOON 19 MARCH 11"8

SESSION 18: HF-UHF PRACTICAL ANTENNA TOPICS (cant)

1400 A Near-Earth and Buried HF Antenna Computer Modeling Program W.P Wheless, Jr. & L.T. Wurtz

1420 Empirical and Numerical Treatment of Electromagnetic Pulse Induced Currents M.J. Packer

1440 Advantages of an Alternate Viewpoint when Designing HF Verticals for 80 and 160 m R. Sevems

1500 BREAK

1520 Tower Equivalent Radius W.F. Cummins

1540 Simple CP Fractal Loop Array with Parasitic N. Cohen

1600 NEC4 Analysis of a Fractalized Monofilar Helix in an Axial Mode N. Cohen

1620 Design of Low Sidelobe Antennas R.W. Hecht

1640 EMP Simulation of Near Field Enhancement of Wire Antenna M. El Hachemi,
C. Tosser-Roussey
A. Tosser-Roosey

SESSION 19: OPTIMIZATION TECHNIQUES FOR ELECTROMAGNETICS (Parallel with Sessions 17,18 & 20)
Chair: Eric Michielssen (Organizer), Co-Chair: Randy L Haupt (Co-Organizer)

1320 Genetic Algorithm Design of the Conical Interdigitated Log-Periodic Antenna P.D. Mannikko, P.J. O'Brien

K.W. Ommadt

1340 A Comparison of Simple and Complex Genetic Algorithms in Wire Antenna Design B.S. Sandlin & A.J. Terzuoli

1400 Array Failure Correction with a Genetic Algorithm B. Beng, K. Yeo & Y. Lu

1420 Backscattering Synthesis From Tapered Resistive Grids R.L. Haupt

1440 Obtaining Unear and Circular Apertures with Smooth Amplitude Distributions and J.A. Rodriguez & F. Ares
High Efficiency

1500 BREAK

SESSION 20: INTEGRAL EQUATION METHODS AND ERROR CONTROL (Parallel with Sessions 17,18, & 19)

Chair: Goran Eriksson, Co-Chair: C. Y. Shen

1520 Force Calculations and Error Estimates with Boundary Element Methods K. Davey & D. Zheng

1540 Use of Residual Error Bounds to Obtain Stable Numerical Solutions of a Fredholm Integral T. Schwengler & E.F. Kuester
Equation of the First Kind

1600 Eigenvalue Studies of Matrices Resauting from EFIE Simulations for Planar Structures J.M. Dunn & H. MacMillan

1620 Iterative Solution of Dense Linear Systems In Electromagnetic Scattering J. Rahola
Calculations

1640 EMCP2 A Parallel Boundary Element Software Package Using a Novel G. Eriksson & U. Thibblin
Parameterisation Technique

FRIDAY 20 MARCH 1998 FULL-DAY SHORT COURSES

0830- 1630 *Practical Genetic Algorithms,' Randy L. Haupt, University of Nevada, Reno, Reno, NV. Full - day course

0830- 1630. 'Application of the Fnite-Differance Time-Domain Method to Simulation of Electromagnetic Coupling to the
Human Body,' Cynthia Furse, Utah State University, Logan, UT. Full - day course

0830-1630 'Using Mathematical Software (MATHCAD and MATLAB) for Computational Electromagnetics,' Jovan Lebaric,
Naval Postgraduate School, Monterey, CA. Full day - course

xxvii
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Frameworks-Future Paradigm for CEM Analysis

Kenneth R. Siarkiewicz
Air Force Research Laboratory/IFSB

525 Brooks Road
Rome New York 13441-4505

kens@rl.af.mil

The AF, DoD in general, and the civilian sector, are placing increasing emphasis on the use
of modeling and simulation (M&S) in the design, acquisition, and performance evaluation of
their various products. Product can be defined as a device, a board, a module, a subsystem (e.g.,
communications), or a system (e.g., F16). The concept of a product model includes not only the
physical characteristics of the product, but also the processes associated with its manufacture and
operation. For completeness there must also be included the environment in which it will
operate and a consideration of its interaction with and relationship to other products.

Because of this increased emphasis the topics of M&S frameworks and product databases are
seeing greater emphasis. A framework can be thought of as an environment in which a particular
simulation is executed in concert with a number of other simulations. The framework establishes
a set of specifications for the execution of the simulation, specifications for input/output data
management, and a mun-time infrastructure to coordinate and facilitate the execution of the
individual simulations and management of the data.

A common example of a framework is the operating system of a personal computer.
Microsoft, for example, has the Windows operating system. It has defined a set of rules for
application programs, such as word processors and games. As long as these applications meet
the specifications, the user can easily install and successfully execute the applications. The
operating system, or framework, works invisibly behind the scenes to allow a particular
application to run while others are also executing. The activities are coordinated. Data are
managed, and the user concentrates on his or her work.

In addition, Microsoft and other companies have developed and marketed utilities to facilitate
program development to meet the specifications, such as GUI builders and Wizards which
generate the user interface for execution or assist the user in performing various tasks within the
application.

In the same way the DoD and the Services are developing M&S frameworks to accomplish a
broad variety of collaborated simulations. DARPA is in the final year of a five-year effort to
develop a Simulation Based Design (SBD) environment. Its objective is to develop and
demonstrate the concept of Virtual Prototyping in order to exploit the cost and time saving
benefits of simulation technology in the design of complex mechanical systems An overview
can be found at http://www.arpa.mil/asto/SBD/sbd.html.

The Defense Modeling and Simulation Office (DMSO) is developing a High-Level
Architecture (HLA) scheme to establish a common technical fi-amework to facilitate the
interoperability of all types of models and simulations among themselves and with C41 systems,
as well as to facilitate the reuse of M&S components. The overall DMSO program encompasses
M&S specifications, object model definitions, and a run-time infrastructure (RTI) to coordinate
the execution of the multiple simulations. Further details can be found on the Web at
http://hla.dmso.mil/.

On a somewhat smaller scale, but tying into HLA and product/process models, AFRL at
Rome has been developing a framework called the Integrated Computational Environment (ICE)
[1-3]. As pointed out in these papers, the models and codes of the CEM community must be
designed or retrofitted to work in such an environment in order to make the wealth of highly
accurate and sophisticated data available to the higher-level and more-encompassing simulations.
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In some cases this has been accomplished on a local scale. Companies are in the process of
tying CEM model development to company-based drawing packages in order to start from the
current structural and mechanical design of a product. There may also be an interface to other
analysis packages, such as thermal and aerodynamic. However, the link to the broader DoD
community or civilian sector is lacking. The interface among the members of a team of
contractors working on the design and development of a product is difficult and prone to error or
misunderstanding.

INTEGRATED COMPUTATIONAL ENVIRONMENT

For all the CEM community the ICE is meant to be a generic framework to link model
development to drawing packages, and the CEM analysis domain to the analyses codes of other
engineering disciplines [1]. It is also a framework to interface a number of different CEM
formulations which may be required to completely characterize the product. The CEM data
model [4] is a key element for model development and data re-use, and it serves as a link across
formulations and different implementations of the same formulation (e.g. NEC-MOM and
GEMACS-MOM).

Many elements are currently coming together within ICE to bring CEM into the realm of
concurrent engineering. Figure 1 shows the time-line development of ICE.

MMACE Phase 2P r
CEM DataSDictionary •

F D.b......7A
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IE Design &Dvlp et IEhne
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Figure 1. ICE Development TimelineA3



The Microwave and Millimeter-Wave Advanced Computational Environment (MMACE) is a
Naval Research Laboratory (NRL) funded program under the Vacuum Electronics Initiative. Its
objective is to develop a design and analysis environment for small project teams working on the
design, development and manufacturing of high-power microwave tubes. Version 3 of the
MM.ACE suite of tools consisting of a framework and a number of design tools and utilities has
been distributed and is being used by the industry.

The framework provides many of the capabilities now in place in ICE, including an
extremely flexible Control Panel, Application Programmer Interfaces (API) for database,
distributed processing, geometry and meshing interfaces. Code and file wrapping tools are
included to interface user codes with the framework and data between the codes and the product
database. Support software for data model development and read/write access is included. The
system contains a suite of data visualization, meshing, and framework administration utilities.
The MMACE framework has been described previously [5]. It runs on Sun and UP
workstations. It is designed to allow the user to interface local design and analysis tools,
drawing packages, meshers, and database managers.

AFRL at Rome has funded the modification and the port of the MMACE framework to a
Windows 95/NT environment. The user is able to describe the design process locally and spawn
jobs remotely on high performance computers to execute the analysis. Output data is returned
for post-processing and display. Input and output data storage can be accomplished locally and
for transferred to a remotely located product database.

Figure 2 shows the ICE Control Panel. It is readily seen that the "look and feel" are exactly
those of most Windows applications. Pull-down and tear-off menus contain and perform
functions identical to many common office-oriented applications. Icons are provided with
descriptions in the status bar as an alternative means to execute common functions.

w w ...... Ra d

Tool Bar

Canvas

Status Area

i77

Figure 2. ICE Control Panel
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The code pool menu provides access to the various engineering tools that the user has
interfaced with the Control Panel. Clicking on a tool name places its icon on the Canvas Area.
Double-clicking the icon brings up its properties box (see Figure 3), which shows the location of
the executable and the identification of its input and output data files. Several of these analysis
codes can be strung together to form an automated or turn-key design process. An example of
such a process is shown in Figure 4.

Figure 3. Code Pool Menu and Properties Box

ICE relies on the already developed CEM data dictionary [4]. This dictionary provides
access to and re-use of CEM data stored in the product database and shared among many
different CEM formulations and code implementations of the same formulation. An example is
shown in Figure 4.

Figure 4 also shows that the CEM analysis tools can be interfaced with others to iteratively
determine the effects of such phenomena as structural warping (e.g. for conformal antennas) and
thermal expansion (e.g., patch antenna heating). Thus a structure can be defined with an
embedded patch array, excited, and analyzed for antenna performance in the presence of the
structure. Terminal currents cause heating which slightly deform the patch. High altitude flight
can cause thermal contraction. Thermal analysis can be used to determine the resulting shapes
which can then be re-meshed for further CEM analysis. The loop can be repeated a user-
specified number of times. In this way high performance antennas can be analyzed with greater
resolution of peak and null depths and widths and higher degrees of accuracy. This is critical for
the more demanding air and spacecraft applications.

5
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Figure 4. Sample Design Process

Other developments arc in progress which will enhance the use of the ICE. A web-based
access is now available [6]. At the present time the GEMACS can be accessed on a parallel
processor through the World-Wide Web. Batch jobs can be submitted via the Control Panel. A
library of output data can be developed and accessed via a browser which can visually present a
sample of the data and comments regarding the data. Reduced maintenance and computer
transportability result from this scheme. The visual nature of the database access assures that
only pertinent data are downloaded, thereby saving analyst time and connection charges.

A generic and powerful visualization package is under development [7]. It features a series
of input data screens for several codes for a number of engineering disciplines. This reduces the
chance for data input error and allows data input to be performed by less-experienced engineers.
Output data is easily formatted and presented in a variety of ways to aid in making decisions.

Finally, on knowledge-based expert system is being designed and built to aid in the process
of CEM model development 8. It is planned to extend the system to other engineering
disciplines. The result will be a single, unified, consistent "look-and-feel" tool which will be
used to develop efficient and internally consistent numerical computation models for use in the
iterative loop shown in Figure 4.

Two other major Air Force programs will make the use of this framework and its data more
viable and effective. The Collaborative Engineering Environment (CEE) [9] will be used to link
the various members of the product development team. This HLA-compliant network will allow
for data transfer, e-mail, and virtual meetings among engineers located across the country. This
will tie the ICE to a model data repository, thereby ensuring its accessibility, longevity, and self-
consistency.

6



The technology resulting from Air Force research and development efforts in model
abstraction [10] will process low-level phenomenological data and develop derived, traceable
models for use in mission planning and theater-level system performance studies. The result will
be more accurate and reliable battle plan analyses made by senior staff and strategists without
sacrificing simulation execution times.

Figure 5 schematically depicts the process of these last two efforts.

CCSystem / Mission Ew m
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Figure 5. ICE Data Re-Used in High-Level Simulations

SUMMARY

Economics and time schedules preclude the traditional method of build-and-try. Design for
both the military and civilian sectors must be accomplished and thoroughly evaluated before anyparts are made or structures modified. In both sectors it is also a matter of product quality
(ability to meet performance requirements), safety (flight and consumer), and manufacturability
(technology availability and cost). A concurrent engineering framework in which the various
engineering disciplines can work in concert is a viable and cost-effective alternative which is
becoming the design process of choice.
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REF CEM Data Dictionary

Mr. Thomas Wharton, Mr. Jeffrey Evans
Decision-Science Applications, Inc.

1300 Floyd Ave., Bldg B
Rome, NY 13440

twharton@dsany.com, jevans@dsany.com

Background

The goal of the CEM Data Dictionary effort is to provide the Research and Engineering
Framework (REF) [1] with the means to store, retrieve, and manipulate CEM data. This goal is
accomplished through the development of a CEM database and a set of tools that are used to
access it. This database is part of an increasing subset of databases that provide the REF with
discipline specific information. The resulting database from this effort will be incorporated into
an administrative database managed by the REF (see figure 1).

ID W. 3 S)

Figure 1. REF Architecture

This paper discusses the three phases of database design used to generate the current
CEM database as well as the tools that provide the linkage between the database and the REF.
Also addressed is the underlying concern of the generality of the resultant database and the
ability to reproduce the CEM data from the database information in a form that deviates
marginally from the original.

Conceptual Database Design

Two questions had to be answered from the onset of this effort. The first question is,
"What should the resulting database provide to the user?" The second related question is, "What
kind of information should the database contain?" The second question is easier to answer.
Clearly a CEM database must include geometry elements, materials properties, excitation and
observables information, however, this information must be rendered as a cohesive unit in order
to provide something meaningful to the user.

This cohesive unit is called the cEM model, which is an aggregate structure composed
of executive commands and geometry sets. Figure 2 displays the entity-relationship (ER)

This work was sponsored by Rome Laboratory under BAA 96-02, Contract No. F30602-97-C-0047
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diagram. The CEM model is depicted as the primary entity under which other entities, and their
attributes and relationships, are specified. This figure also indicates the first level of
generalization made, which is that all CEM tools (such as GEMACS, NEC MoM, CARLOS3D,
etc.) utilize execution commands and geometry data commands.

Comaund ]SetN k

Stram

6s .. ,nd ýrc--~d N-j C.-~ o¢ G-ý ok%

Figure 2 CEM Entity Relationship Diagram

Logical Database Design

From the ER diagram, the CEM data dictionary (DD) can be derived. A data dictionary
is a catalog that thoroughly details all the entities, their attributes, and relationships [6]. The
current CEM DO has evolved from its original conception and user documentation will detail all
the changes.

The changes instituted reflect the desire to generalize the database such that information
from a wide variety of CEM tools can be accommodated. An example of a DD generalization is
the Surface Object that a CEM tool might use as a patch, plate, or facet. Each of these geometry
elements share a certain level of commonality. The Surface Object reduces redundancy by
combining those objects into a common divisor. The result may appear less intuitive, but
contains all the information necessary to recreate the actual object it represents. This allows
existing CEM codes to readily use the DD generic templates, while making it possible for future
codes to expand on them.

Certain caveats were applied at this stage as they became apparent:

1. A CEM model must have one command stream.
2. A command stream can belong to one, and only one, CEM model.
3. A CEM model must have at least one region (an element within a geometry set).
4. A region must belong to at least one CEM model.
5. A command stream is composed of one or more commands.
6. A command belongs to one, and only one, command stream.
7. A region must be made up of at least one geometry component.
8. A geometry component must belong to only one region.

10



From this list of business rules, it is clear that the command stream is tightly bound to
the CEM model entity, whereas the region (or geometry set) is loosely coupled. This allows
regions to be reused in other models without reiterating the data. Executive commands are
bound to the command stream, hence the model, indicating that a CEM model is defined largely
by the commands that are invoked on the geometry. From the users stand point, geometry has
many applications, but executive commands relate to only one geometry set.

Physical Database Design

The CEM database was implemented using Microsoft Access. The physical schema,
shown in figure 3 as an Access relational view, was derived from the DD. The current schema
underwent several transformations as the CEM project evolved. The primary table,
tblobjMaster, serves to store the CEM model and is the entry point into the database.

Figure 3 CEM Relations Figure (MS Access)

Originally, a relational table was created between tblobjMaster and every other table that
represented an executive command. This was to allow many-to-many relationships and support
referential integrity. However, when it became apparent that data entered into the database
might have a specific ordering, this schema proved to be too tedious to maintain. (When
recalling data from the database you would not want to reference a field source before it was
defined.)

To ameliorate this problem a single relational table, called tblrelMaster, was created to
link tblobjMaster to each other table. tblrelMaster contains a primary key made up of three
fields. The first field stores the primary key of the CEM model, linking in tblobjMaster. The
second field stores the primary key from another table that the third field of tblrelMaster defines.
Though perhaps not as elegant as the original, this allows the fourth field of tblrelMaster, called
rank, to be used to reconstruct the CEM information in the order it was entered.

To insure the generic nature of the database, certain tables had to be constructed and the
domain types of other tables required modification. For example:
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I. tblobjCommand was created to catch those commands that are not represented by
other tables in the database. It is composed of a primary key and a text field which
would hold the unknown commands' text.

2. tblobjSymbol was created specifically for GEMACS since it uses variables and
expressions in its input data files. As a result, the domain types of all executive
commands were converted from their previous types to text type (as appropriate) to
accommodate the fact that GEMACS (and perhaps some other CEM tools) might use
variables in their command stream.

Accessing the Database

The CEM database is accessed through the REF by three tools that provide the means to
take application specific CEM data, convert it into a data dictionary compliant format (DDCF),
and either insert it into or extract it from the database. Figure 4 depicts this process as it begins
from and returns to the REF.

Figure 4 Data Flow between REF and CEM Database

Current CEM tools have their own syntax for executive and geometry commands
through which analyses are accomplished. Though future tools can use the CEM data dictionary
to support direct connectivity to the database, current tools require an intermediary to transform
their specific syntax into a DDCF. Two methods of producing the DDCF were considered:

I. Wrappering - a method whereby the CEM tool is enveloped in another code which
directs and/or processes input and output to the CEM tool. This method requires a
great deal of developmental overhead in order to produce one wrapper specific to
one CEM tool. Changes made to the CEM tool could easily translate to many
manhours spent modifying the wrapper (even to simply maintain functionality).

2. Translating - a method whereby an application would be developed that is
independent of the CEM tool and simply converts the tools input data files into a
DDCF. The CEM tool is free to evolve without seriously jeopardizing the utility of
the translator.

This latter method was adopted, and a pair of translators were developed for the
GEMACS tool. Available to the REF through its control panel, one translator (GEMTODB)
converts a GEMACS input data file into DDCF. This file can then, through the REF, be inserted
and subsequently extracted from the database. The second translator (DBTOGEM) can then be
called to reproduce the original input data file in functionally the same form as the original
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Both applications were written in C++ and are designed to serve as templates to produce
additional translators for other CEM tools.

Aside from the translators, another tool was required to access the database. A Visual Basic
application (DBTRANS) allows the REF to insert into and extract data from the CEM database.
Input data files, converted to DDCF by a translator, can be placed within the database by
invoking DBTRANS from the REF control panel.

When inserting data, DBTRANS prompts the user for a file name. Through the use of insertion
queries, it places the data from the specified file into the table structure of the database and
creates the necessary links between tables (from the CEM model, to the geometry, to the
executive commands.) After successful insertion, a dialog box prompts the user that the
operation is complete.

Figure 5 shows the display, as it appears in the REF, which is used to extract a CEM model from
the database. When extracting data, DBTRANS prompts the user to click on the title of the CEM
model desired. Once the model is selected, the user is prompted to enter a file name under which
the data will be saved. Data is then gathered by selection queries which trace through the
relationships of the model. The resulting information is then saved to the specified file. Upon
successful extraction, a dialog box prompts the user that the operation is complete.

____,Z.srm sp!H-l tamyea L~' I .. .

Figure 5 CEM Database Model Extraction

Specific consideration was given to ensure that not only the ordering of the commands is

preserved (through tblrelMaster), but also the ordering of components within the commands (i.e.,
a plate is composed of a series of ordered points so that an outward normal can be produced).
This application also removes redundant information (i.e., points which are common to multiple
plates are referenced by those plates as opposed to creating duplicate points for each plate).

Future Plans

Future effort will go towards refining the CEM data dictionary and developing tools in
the CEM database that will make administration of CEM models plausible. Facilities will be
made available to edit and query data from within the database, as well as provide reports on the
information therein. Finally, the CEM database may also be used as a template for the creation
of other discipline specific databases.
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Air Force Research & Engineering Framework
Control Panel

David M. Hallatt and Jeffrey A. Evans
Decision-Science Applications, Inc.

1300 Floyd Ave.
Rome, NY 13440

dhallatt@dsany.com, jevans@dsany.com

The Research & Engineering Framework (REF) Control Panel is a Graphical User Interface
designed to provide a common integrated environment which allows the user to have a standardized
method for accessing and analyzing data. The REF Control Panel, originally written in Python for the
UNIX operating system, has been ported to a Windows 95/NT based platform and modified to have the
look and feel of a standard Windows program.

The REF Control Panel provides the user with a canvas area to build projects. The projects are
created using customizable icons that provide access to any application on the host computer. These
icons, once created, can then be saved to a local code pool to be used multiple times. When the user has
added and positioned the icons on the Control Panel's canvas they can then be connected, thus allowing
control over the flow of execution of the icons. Once all desired connections are made the project can be
stored to disk for repeated use.

The REF Control Panel also provides standard icons that can be edited for use in projects,
eliminating the need to search for the program path and icon bitmap. Standard Windows accessories,
such as the calculator, and text editor, have been added to the code pool to aid in the creation of a project.
A new version of the scriptwriter has been added that utilizes the advantages of the Windows
environment,

Figure 1. MMACE Control Panel

This work was sponsored by Rome Laboratory under BAA 96-02, Contract No. F30602-97-C-0047
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Figure 1 shows the Control Panel as it was created for the MMACE. The functionality of the
control panel was satisfactory and therefore the core portion of the Control Panel was retained The goal
for the Air Force Research & Engineering Framework (AFREF) Control Panel was to have it operate on
a Windows 95/NT based platform. The REF CEM Database was being developed using the Microsoft
Access relational database management system on Windows 95 and could be directly used in the a
Control Panel resident on the Windows Platform. The conversion of the existing MMACE Control
Panel, written in Python on a UNIX platform, was accomplished with little difficulty due to the fact that
version of the Python interpreter had been created for the Windows platform. The major changes were to
swap "V' for "P" within the source code to account for the difference in disk drive path name separators.

Once the move to the Windows platform was complete, the next step was to have the Control
Panel conform more to the standard look and feel of a native Windows application. The necessary
changes were made and the resulting control panel was the REF Control Panel, as seen in Figure 2.

CEMuuVTO-

-J 1

Figure 2. REF Control Panel

The modifications to the REF Control Panel can be divided into four major component areas, the
menubar, the toolbar, the canvas and the statusbar. The major visual differences can be seen in Figure 2.
The menubar's options have all been packed to the left and the toolbar has been moved to just belowN the
menubar, thus giving the REF Control Panel more of a Windows look. The other changes are not as
immediately visible but provide the program with the standard feel of a windows program These
changes are described in more detail in the following sections.
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Menubar

Changes were made to the menubar in order to provide more familiar Windows menu options,
such as File instead of Project and Run instead of Control. Also, other menu options were added. The
View menu option allows the user to change the look of the Control Panel. Other Code Pool options and
Tools were added to enhance the overall functionality of the Control Panel.

These menus follow standard Windows logic. For example, when a menu option does not apply,
such as deleting an icon when there are no icons selected, the appropriate menu options are grayed out
and cannot be selected. Figure 3 shows the complete layout of the menu structure. Indented items
indicate submenus below the main menu item.

File Edit View Draw Code Pool Run Tools Help
New Copy Tool Bar Rectangle GEMACS Start Scripts Control Panel
Open Delete Script Area Circle Executive Stop Converter Code Pool
Save Properties Status Bar Label Input Reset GEMACStoDB GEMACS
Save As Drag Update Connect CEM GGV DB to GEMACS Spice
Revert Disconnect GCTD Spice to DB About REF
Prnt MOM Calculator
Exit Solution Matlab

Output Explorer
Convert Notepad
Visualization Nutmeg
Field Display Database

Spice TechPlot
Spice
Convert

Local Code Pool
Add
Show

Figure 3. Menu Structure

Toolbar

The REF Control Panel's toolbar was updated to follow the more familiar Windows format. The
toolbar was moved to the top of the window just under the menubar, and x-bitmaps were replaced with
color Windows bitmaps on the toolbars buttons, as can be seen in Figure 4. Also, the familiar Windows
toolbar buttons were added, such as New, Open, Save and Print.

Figure 4. Toolbar

Canvas

The canvas area of the REF Control Panel is where the work is done. Each icon placed on the
canvas is a process to be completed. The icons can be connected so that as one icon finishes its process
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the next icon begins its processing, thus providing a graphical layout that allows for the control of the
work flow. The layout of some icons and their connections can be seen in Figure 2.

Each icon has a property page associated with it. This page allows for the customization of the
icon. Figure 5 is an example of a property page filled out to execute a GEMACS MOM Module. The
browse buttons to the right of each text entry field were added to allow the use of standard file open
dialog boxes to find the desired files and applications. This keeps the user from having to remember
what can be long path names for these items and is thus an easier implementation The first section on
the property page allows for the customization of the look of the icon. The second section identifies
what action the icon is to perform. The last section is used for the wrappering capability of the original
REF control panel.

MOM Module .Mro Me ul i

fima ile: - monbp .3 wj

Pafthtioexedjtable: GREMMOM..exe 
5 8~

"{Arasto'executaible:

lGU ternlate- L.. .. .. ..

Input file: rw

Cance~lApl

Figure 5. Icon Property Page

Some other changes made to the REF Control Panel's canv as area are shortcuts. By clicking on
the canvas area with the right mouse button a user will be presented with a popup menu prov iding the
options that are applicable at that time. Also, an icon can be double-clicked to bring uIP its property page.
Scroilbars were also added to the canvas area to accommodate larger projects.

In tlse original control panel an option wxould be selected first and then the object to which the
option was to he performed. This is backward to the way a Windowvs program usually works, so this was
changed to allowy an object (icon or label) to be selected and then the applicable option to perform is
selected. If an option does not apply to the selected object, that option is graved out and cannot be
selected.
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Statusbar

The REF Control Panel's statusbar provides general information about the program. As can be
seen in Figure 6, from left to right the current process is displayed, the help box provides information
regarding the toolbar buttons, the date and time are displayed, and the current operating mode of the
Control Panel is displayed.

Figure 6. Statusbar

Future Considerations

The future outlook for the REF Control Panel would be to migrate it to a native Windows
programming language. Some languages to consider would be Visual Basic, Visual C++ or Java.
Currently Visual C++ would be the preferred language because of its power and widespread use. Java
would also be a good choice because of its cross-platform and Internet capabilities, but the programming
language is still in its infancy.
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ABSTRACT

Scientific and engineering research and design codes are typically FORTRAN-based, having vastly
different data structures and I/O, and unique and inconsistent user interfaces resulting in long learning
curves and difficulties in usage. This is true of the codes implementing the various computational
electromagnetics (CEM) and thermomechanics (TM) formulations. Manual manipulation of data from
code to code is required to ensure validity of the input. Coupled with the difficulty of graphically viewing
the geometry and translating it to an analysis model, the result is numerous opportunities for the
introduction of human errors into the design process. This situation also ads erselN affects the cost (human
and software/hardware) of maintaining and extending design capabilities as the theoretical foundation and
design needs advance. The Research and Figineering Framework (REF) provides a coherent, integrated
design environment which is the first step toward addressing the above problems. Although the REF was
initially developed to address the problems of the US power tube industry, the underlying framework is
open; it can accommodate a broad range of scientific and engineering disciplines, including antenna design.

During the past year, Raytheon continued development of an integrated antenna design system based on the
REF. While the framework had been used elsewhere for power tube design, this was the first usage in the
antenna community. Two additional design codes were integrated into the antenna design system. The
system is based in part on a data dictionary developed by DSA (under contract from the Air Force Rome
Laboratory). Based on the success of the application of the REF to antenna design. Raytheon proceeded to
apply the REF to electro-optic design. A number of enhancements were developed to support the use of the
REF in a distributed environment because of the number of electro-optic design tools are utilized on the PC
platform.

Earlier papers presented at ACES and IEE CEM conferences
t
""

t 
and an article in the ACFS Newsletter"

provided an overview of how the REF could be applied to computational electromagnetics. This paper
expands on that concept to provide the results of the continued application of the REF to antenna design
and electro-optic design at Raytheon Company.

Work supported by the Naval Research Laboratory, Contract #NOO(14-94-C-2064. Raytheon's
RESCAD IR&D Initiative and technical support from Mr. Kenneth Siarkiewicz. Rome laboratory.

§ Permanent Address: Raytheon Co., 50 Apple Hill Dr. T3MR8, Tewksbury, MA 01876
t" Permanent Address: Raytheon Co., 528 Boston Post Rd., Sudbury, MA 01776
* Permanent Address: Naval Research Lab.. Code 6840. Washington. DC 20375-5347
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BACKGROUND

The Research and Engineering Framework (REF) was developed as part of the DoD MMACE Program.

The MMACE program has been underway for over five years and has just completed its second phase. The

first phase, which began in 1992, was an investigation phase. Four teams were put in place to study the

problems of the Microwave Power Tube industry and develop roadmaps for the implementation of a

framework to address those problems. The teams found an existing design environment that: was based

largely on in-house developed software; was largely unsupported by commercial vendors; did not take

advantage of the latest advances in CAD, visualization, database technology, and networking; was

addressing technically difficult problems; contained a collection of tools that were not well integrated with

each other; and was crucial to projects deemed important to the US government. While these items were

true of the power tube industry, the same can be said of many specialized scientific disciplines including

antenna design and electro-optic design.

In 1994, the Air Force Rome Laboratory expressed interest in extending MMACE to accommodate the

requirements of the antenna design community. The idea was to use the REF as the basis for an antenna

design environment into which the various antenna codes can be inserted as shown in the following

diagram.

Source: EMCC Conference, 1995, K. Siarkiewicz, Rome Laboratory

While Rome Laboratory may at some point integrate many of the Air Force codes into the REF, they would

not be integrating the specific, proprietary codes used within Raytheon. Therefore, Raytheon funded this

activity themselves. A proof-of-principle was developed in 1996 and a full implementation is now

underway.
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REF ANTENNA ENVIRONMENT

During the past year w .. , , -

Raytheon continued the
integration of their antenna r4_N______A O D WMBoaal

design tools into the REF
environment. So far, four

code have been integrated o

including the Shapebeara
and Anabeara codes

developed in-house and the

Periodic Moment Method
(PMM) code and Basic

Scattering Code (BSC)

developed at by Ohio State

University. Utilizing some

of the control panel J1LI
enhancements developed at
Raytheon, the antenna ____ -__ .____.______________- __-

design process was .-" :'.,--7

improved as shown in the
figure. Shapebeam is a recursive code, utilizing its output as the input for subsequent executions of the
synthesis. The original intent was that the designer would iterate an arbitrarn. number of times resiessing the
output of each run. After deciding which run met the desired performance criteria, the Shapebcam code

would then need to run

the necessary number of ____

times to preserve the

desired results. Now

with the control panel

enhancements, the user

can use the IF

conditional to examine -

the results of each

iteration and exit the

looping function when

the desired performance

criteria is met.

AutoCAD was included

in the process to

visualize the geometry of

the PMM code relevant

to creation of dipole and

slot arrays. The dipole or

slot array description is
used to generate an N I '.1
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autolisp script which when loaded into AutoCAD generates the display shown right. A method for

automating the process to generate the necessary photoplots from AutoCAD was developed eliminating the

need for a man-in-the-loop.

Both the PMM and BSC are command

driven codes which proved a challenge to ------------ J:_

wrapper. Although the wrapper software

lacked the necessary capabilities to simplify

the integration of these codes, they provided

enough flexibility to allow us to accomplish LJO

the wrappering without having to modify the

codes. We have successfully provided a GUI "

front end to the command language for these

codes automatically generating the execution

scripts for running the codes. Relevant P

database information used by the various

commands is automatically extracted from

the database by the wrappering software

allowing these codes to share data. At right is

pictured the initial GUI for the BSC which -,

specifies the number of commands and

individual command codes. The subsequent

GUI which is automatically generated based

on the choices made in the initial GUI,

allows the user to edit the specific commands

for the desired execution.

As design and analysis codes were

integrated into the environment the data

dictionary support software was utilized

to modify the on-line data dictionary.

The antenna data dictionary was .

developed using the data dictionary

developed by DSA under contract to

Rome Laboratory, as a foundation. A

new version of the Data Dictionary

Support Software using exclusively

Python scripts makes modifying the on-

line data dictionary much simpler. Now

whenever a table is displayed, the field

name is a link to the form for modifying

the associated record. Another

enhancement included in the Data

Dictionary Support Software simplifies [A -

keyword searching by allowing users to search only selected sections of the data dictionary instead of

searching the entire data dictionary.
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To complete the integration of the BSC we _________

created the ability to translate the output of
the BSC to NetCDF, the recommended file

format for using FERRET to visualize the ,

results of the analysis performed by the code,
Now all visualization requirements are , , -

satisfied by tools included in the framework.-,
at right are examples of the types of plots
generated by the Basic Scattering Code. The f)
plot on the right is a far zone pattern of an -" , \ ' / ,
electric dipole located above a square plate. 4- I
The plot on the left is of a slot antenna -

mounted in the center of a square ground \-
plane.

REF ELECTRO-OPTIC ENVIRONMENT

Based on the successful application of the REF to Raytheon's antenna design environment. Raytheon
funded additional application of the REF for electro-optic design. Initial discussions with electro-optic

designers indicated additional diversity and uniqueness in tools and methods from both antenna and power
tube design. It became clear that successful application of the REF would require support of a distributed
environment. The principal platform of choice by Raytheon's Electro-optics Lab is the PC. Many of the

design and analysis tools utilized are PC based tools including MS Office. Preliminary models for the
various components of the optics in seeker design are actually captured using Microsoft Excel.

We began investigating enabling technology in the areas of distributed computing. Since the REF was
developed using PythonlTK, which is available for UNIX. Windows 95/NT. and even Macintosh. we began
experimenting with porting the REF control panel to the Windows environment. Before getting too
involved in the port we discovered that Rome Laboratory' contracted DSA to port the control panel to the

PC and Windows. Rome Labs was gracious enough to share their results with Raytheon and hence

expedited the Windows version of the control panel at Raytheon.

Before deciding on the initial approach to utilizing the REF in a distributed environment, we researched the
world wide web for topics related to distributed computing. We discovered that a Python plugin for

Netscape had been developed. If it worked, we could actually make the REF control panel web based.

running within a Netscape window and simplify the launching of PC based tools from the control panel. It
turned out that the Python plugin didn't work, wasn't fully tested by the developer and there wasn't enough

interest in the plugin to continue to support it. Since we didn't have the knowledge to try and fix the plugin,

it was shelved and another approach was investigated.

Included in the Python distribution arc interface modules to TCP/IP. HTTP, CGI. and a Python server. Our
WWW research even turned up a testbed for development of a Internet browser totally written in Python
called GRAIL. Some examples included running Python applets within GRAIL. Python provides enough
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functionality to utilize a server running on a workstation for data management and access via the Common
Gateway Interface (CGI) to workstation applications while running the REF control panel on a PC. The

approach requires that an X emulator, such as Hummingbird's Exceed, must be running in the background
to display workstation applications locally. Since Python is a platform independent language and supports
server access, we avoided having to port the entire REF to the PC. Tools available only on a UNIX
workstation will continue to be run on the workstation and PC tools will continue to run locally on the PC.
To support this approach it was necessary to develop the ability to both download and upload data to the

server on the workstation.

PC r tool co- aculyb rpee n hr a sn nXeuao nteP Ithteaiiyt

donladan .pladdaa.i no ..... sre, weca. atull run .. th w..ppe softwar on.. thUI

Asfrcd nertosnethe wrapper software ol runs on theIorksatiofdonloangehenrqeded inu ieto makue themavtlal

forsttodwla the aplctorunnntonatheC.aThe goneale isputo deeofilafr proePCtol flows fodr other aPect tofla

sekrodesig such as gimble , s ervton eetr and ha eeimlecetrenics dsign.th pomhnca ein rcs
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The opto-mechanical design flow pictured here is performed by two different labs. The Electro-Optics Lab

designs the optics while the detailed mechanical design and various stress analysis is done in the

Mechanical Engineering Lab. The concept behind this flow is that the REF control panel is used in both

labs. When the design flow reaches a point where the design needs to be transitioned from one lab to the

other, email is used to notify the other laboratory that the design is ready, for them to continue with the next

step in the flow. Because the design data is managed on the server side of the distributed architecture, each

laboratory working on the design has transparent access to the data required for their task.

The particular program for which the application of REF to electro-optic design required the control panel

to support additional controls over the design and data flow for a project. Based on these new requirements

a number of enhancements have been developed

* The connection lines indicating project and data flow have been constrained to orthogonal lines to

improve the observability of the flow. Additional enhancements are being done to allow more

specific definition and editing of connection lines to eliminate ambiguity in the project flov.

* A true/false branching capability has been added for additional flow control based on the evaluation
of python IF statements looking at the state of database variables.

* A Pause/Continue capability has been added to allow users to pause in the middle of an executing

project to perform other functions, such as CM of the design database.

* The ability to select and manipulate multiple canvas objects was added to simplify creatinglediting

of project flows.

* Text annotation of the canvas has been improved to allow text to be selected, edited, copied, and

deleted. Previously text annotation could only be added and moved around on the canvas.

* Added the ability to undo the last canvas modification

* Developed the ability to create, traverse, and run a project hierarchy (sub-projects).

These enhancements provide a lot more flexibility in development of not just a project flow for a particular

design discipline, but allows the REF control panel to be used as a more general workflow management

system.

Besides the enhancements developed by Raytheon to support the desired REF architecture and work/lo,

control, a number of new features were incorporated by DSA as part of porting the control panel to the

Windows NT environment. A majority of these features make the control panel window consistent with the

appearance and behavior of most Windows applications. Included with the latest version of the Python

distribution is a new imaging library and TK widget library that allows the same appearance and behavior

to be incorporated in UNIX versions of the REF control Panel.

LONG TERM GOALS

The long term goals for the REF is to completely port the entire toolbox to the PC. Steps have been taken to

ensure portability of various pieces of the REF such as the Gill wrapper. The GCll wrapper software

included in version 3.0 of the REF was developed using X/MOTIF. To make it portable, Raytheon has

converted it to PythonlTK. The Data Dictionary Support Softwsare was developed using UNIX scripting

languages, Cshell and AWK along with C functions. The Data Dictionary Support Software has been re

written using Python scripts.
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Raytheon will continue to research web enabling technologies in an attempt to make the REF web based.

We will attempt to complete the Python plugin for Netscape and if successful, develop a distributed

architecture based on running the REF control panel within Netscape or any other comparable Internet

browser. The proposed architecture is intended only for an Intranet and therefore has no security

requirements.

SUMMARY

Raytheon has embraced the REF for development of integrated design environments for those unique

design disciplines where custom design and analysis tools are developed in house, and there is no

commercial vendor to provide these tools. Raytheon has begun developing integrated design environments

for antenna and electro-optic design. The scope of the design process in both arenas will be expanded over

the next years to accommodate the entire design process. A third potential application for the REF at

Raytheon is acoustic design.
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I. Abstract
An approach to building high performance collaboratories (collaboration+laboratory) using PCs and the
Internet is presented. A PC hosts a Web server for a non-trivial computational electromagnetics system
to enable world-wide Simulation-on-Demand. Several other PCs are interconnected via fast-Ethernet
and the message passing interface runtime system. A client/server architecture implementation allows
users to configure input files and simulations using the Web-browser at their location The remote
server launches the high performance simulation on the network of PCs. We use a new parallel version
of the Air Force computational electromagnetics code GEMACS for the demonstration of this PC-based
high performance computing and Internet collaboratory.

II. Introduction
The need for high performance computing for solving complex simulations is a well established fact
High Performance Computing (HPC) has made inroads into such diverse areas as- Grand Challenge
problems, computational chemistry and computational electromagnetics . In the electromagnetics area,
high performance is driven by both the military's and the private sector's requirements to calculate more
accurate internal and external electromagnetic fields for more analysis cases, but in less time'. The
General Electromagnetic Model for the Analysis of Complex Systems (GEMACS) is a tool designed by
the Air Force Rome Laboratory to solve large scale antenna radiation problems'. GEMACS solves
radiation and scattering problems by examining the exterior and interior of a structure as a complete
solution, using both low and high frequency techniques A new parallel version of GEMACS uses high
performance computing.4 It is currently being run on the Rome Laboratory Paragon to support
government analyses of antenna siting issues for the DARPA Airborne Communication Node, an
excursion to the Global Hawk program. However, despite the gains made by applying parallel
processing techniques to computational simulations in general, and electromagnetics in particular, there
remains one large, prohibitive factor for most users who wish to run such simulations: accessibility to
high performance computing platforms.

In addition to the requirement to parallelize large problems for high performance, the need also exists to
support the distribution of the work among user input-output client interfaces and (parallel) simulation
servers. This is especially true for systems of simulations that support multi-disciplinary analysis and
integrated product engineering. A specimen application requiring this class of simulation support is the
development of an aerospace system. Here, several specialized simulations may address disparate
engineering domains: thermal, structure, electromagnetic, aerodynamic, etc The data and knowledge

The research reported here was funded in part by the Ballistic Missile Defense Orgaruzasion under Army Space ard
Strategic Defense Command contract DASG60-92-C-Ot55 and by the Air Force under Rome Laborantory contract
F30602-95-C-0221. We also wish to acknowledge the research of the Northeast Parallel Architectures Center and the
Parallel Compiler Runtime Consortium, both directed by Geoffrey Fox of Syracusc Univeristy. with whom we are

collaborating. The views expressed herein are those of the authors and not necessarils those of the Department of

Defense or its agencies.
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bases for each code are usually where the expert users are located. Integrated product engineering

requires those experts to collaborate.

In 1989 the term "collaboratory" was coined by William Wulf as a combination of the words collaborate
and laboratory, and defined as "a center without walls, in which the nation's researchers can perform
their research without regard to physical location- interacting with colleagues, accessing instrumentation,
sharing data and computational resources, and accessing information in digital libraries."' Two related
studies, chaired by Wulf, focused on detailing the concept and setting up collaboratory testbeds, at a cost
of several hundred millions of dollars.6' ', Their examples for collaboration domains included scientific
databases, remote instrumentation, collaboration technology, and data fusion. During that period, The
Ultra Corporation, under contract to the Army, began a project for the Strategic Defense Initiative
Organization (now Ballistic Missile Defense Organization) to investigate whether a low-cost alternative
was possible by simply using the Internet and PCs.' Now, recent developments (indeed revolution) in
Internet technologies make this the implementation method of choice for building collaboratories. The
Web provides the architecture standards for software and hardware interoperability. The world-wide
software development base for Internet tools, i.e., browsers, visualization languages,
videoconferencing, ensures that the best systems will emerge from Internet-based developers as these
have the widest user base possible.' Some even claim that Java will replace Fortran as the language of
choice for scientific and engineering simulations."

In this paper we provide a practical demonstration of how to build a PC-based collaboratory testbed.
This system, the Innovative Research Testbed (IRT), provides world-wide accessibility to high-
performance parallel computing (built entirely of PCs). Figure 1 below illustrates the basic concept and
system functions. As a specimen test-article, we host the new parallel version of the Air Force
computational electromagnetics code GEMACS. Web browsers provide the user access and the means
to input data and view results. An on-line data archiving system allows the results of many runs to be
visually browsed and retrieved for comparison. Videoconferencing, voice-phone, white-board, and the
other basic Internet technologies (email, FTP, etc.) support collaboration among participants. The IRT
architecture enables high performance phenomenological models to be integrated into remote simulations
such as real-time, high-fidelity battle management/command, control, and communications simulations
and models, or commercial tools for interactive, integrated product design and engineering."

III. The Innovative Researcher Testbed

We have developed object-oriented reusable software building blocks for constructing low-cost
distributed collaboratories using PC's and the Internet. This is continually being pushed by advances in
PC-based multimedia technology, the emerging availability of wide area high-speed data networks, and
of course, the World Wide Web. The basic functions required by a collaboratory are shown in figure 1
below. We focus here on the IRT functions of DigitalLibraries-on-Demand and Simulation-on-Demand.
We have addressed the function Instrumentation-on-Demand within another context using special
purpose neural computing hardware at the NASA Jet Propulsion Laboratory for remote data fusion and
image processing collaboration. Also, we have developed our own videoconferencing and Internet-
phone software for PCs, the function VideoConferencing-on-Demand. These collaboration tools are
widely available and do not need to be discussed here.

The Simulation-on-Demand capability provides world-wide availability of supercomputing via the
Intemet. We use the client/server model for the simulation architecture with a classical, but highly
interactive "input-process-output" sequence to divide the processing between distributed users and
computational servers: scripts (JavaScript and Visual Basic) written into standard Web-browser pages
provide forms for data entry and Java aplets allow information to be displayed on the user's client PC.
The Web-server employs Common Gateway Interface (CGI) scripts written in Peri to parse user input
submitted through forms to build an input file, which is then submitted to the PC-based parallel
processor at Ultra through a scripting system. Upon completion (the user is notified via email for non-
real time cases), another script is run to display the results using Web-browser forms, aplets, and VRML
on the user's client PC.
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We discuss first the PC-based supercomputer, then the use of Web-browsers for sophisticated user
interfaces, and finally the Web-based database management for simulation archives

DigitaIlibrarics-on-Demand
VideoConfer-QDemand

t nd;

Figure 1 Innovative Research Testbed's Collaborator-v Functions

A. PC-Based Supercomputing

The potential of PC's for scientific and engineering parallel computing was introduced over a decade ago
by Geoffrey Fox at the California Institute of Technology."2 Since then, tremendous advances in
microprocessor performance and networking technology in the past decade have dramatically changed
the perspective of supercomputing. Today's PC not only delivers higher performance than a
supercomputer did twenty years ago, but also a well configured PC cluster can even deliver comparable
performance against today's supercomputers (not to mention performance/cost ratio benefits). This is
best exemplified by Beowulf.' The original Beowulf as conceived by Thomas Sterling combined
sixteen PCs using Ethernet to provide a one GOPS peak performance, half a Gbyte of disk storage, and
up to eight times the disk 1/0 bandwidth of conventional workstations to a single user More recently, at
Supercomputing96, 1.17 Gflops was demonstrated on a system costing $50,000 for a cosmological N-
body simulation - high performance and very high performance/cost ratio on real applications! That
system was composed of sixteen single-processor 200 MI-z Pentium Pros "4

As a test-article for our testbed, we use GEMACS, an evolving computer simulation system developed
by the Air Force that provides sophisticated phenomenological simulation of electromagnetic fields
associated with radiating or scattering systems." GEMACS is an electromagnetics code capable of
analyzing any phase of system engineering: design, development, production, or maintenance. The
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latest version makes significant leaps beyond previous upgrades by taking advantage of high
performance computing. Figure 2 provides results from running GEMACS to simulate a non-trivial
aircraft electromagnetic compatibility problem. The results are compared with those obtained from
running the same problem on the Rome Laboratory Paragon. The code in each case was identical and
used the Message Passing Interface (MPI) standard as interface to the respective parallel machines.'6

Runtime (seconds) Efficiency
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Figure 2 Comparison Between Ultra 4-PC Beowulf and Air Force Paragon

The left side of figure 2 shows how the runtime decreases as the number of processors is increased. We
see that the processors of our Beowulf (which happened to be AMD5X86-based) are faster than those of
the Paragon and our runtime decreases as we add more computer nodes. For an ideal parallel
application, we would like the time for an N -node run to take 1]N the time of a serial, without
parallelization run, i.e., on 1-node. In real-world the time on N nodes may be expressed as

T,=-_N, (0< I<1
EN

where E is defined as the efficiency of the parallel implementation. The ideal is to have 6 = 1.
Inefficiency (i.e., s < 1), however, can be caused by several factors: some of the code remains as a
serial program (Amdahl's Law), communication among parallel processors (not present in the original
serial code), etc. Typically, an s > .8 is considered very satisfactory. In the right side of figure 2 we
compare the efficiency between the PC-based system (Beowulf) and the Paragon, where we have
computed efficiency using

T
NT,

B. The IRT Client/Server User Interfaces

Current developments in the client/server design are focusing on creating intuitive, easy-to-use user
interfaces by employing Web-technologies. With new Web-technologies emerging almost daily from
various vendors, a GUI can be developed to run as plug-ins for Netscape and Microsoft's Internet
Explorer browsers that takes advantage of C++ and it's large collection of libraries. Of course, aplets
written in Java are expected to have the advantage of security compliance, although this is presently
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debatable, Presently, Java does not have the properties required to offer a full-featured integrated
interface, but this is expected to change in the near future as more libraries are developed and related
security issues are solved.
Figure 3 presents the top-down structure of the client/server user interface.

On-Demand System Flow Diagram
Top Level

3T 
Interf ace

Inpt System Input Output syse Ouput

(1functional level) (techni"al level) u ctionlall level) (technical level)

Figure
3 Top-Down View of Test-Article User Interfaces

Figure 4 below provides further detail of the input functions of figure 3.

On-Demand System Flow DiagramInput Inpt

r_. 4t,- I , - im

Figure 4 Input Module Structure

32



The user proceeds through identification and authentication security checkpoints. Once admitted into a
workspace, the user may proceed directly to the analysis section, or make a new run. If the latter, then
the user selects which computational resources of the collaboratory to use, i.e., Paragon, Beowulf, and
how many nodes. Next, simulation input paramenters are specified. A level is provided to permit an
expert user to interact with the details, while a less-senior analyst or technician can be restricted to
making only parametric adjustments. This allows the expert to set up detailed simulation templates for a
set of runs and then have an analyst make the variations and excursions. The input module parses the
user's responses and interprets them for the (typically non-user friendly) simulation code. This is also
an illustration of a simulation wrapper whereby user interfaces may be rapidly prototyped and
customized by the user, who does not need to know the details of configuring any highly technical input
file and scripts for running the code.

Figure 5 provides examples of the user identification and simulation input Web-pages. Also, a view of
an actual detailed input file is given, whereby the expert user can make changes and redefine the
template.

....... ........................ ........ ..........

............

Figure 5 Examples of System Input Web-Pages

After completing the input phase, the system creates appropriate files for the simulation and produces the
scripts which specify the execution environment, runtime libraries, and locations to place the results.
After a simulation run (which can take hours on a parallel processor in contrast to days using a serial
version), the user is automatically sent email and the serial numbers for accessing the results. The user
may then re-enter the workspace and examine the new results and make comparisons with previous
runs. Data can be displayed in text, graphical, or 3-D volumetric forms. As with the input side, an
expert user can interact with the output at a detailed level, select variables and parameters to be extracted
from the databases, and set up templates for graphs, reports, or slides.

C. Examples of Analysis and Database Web-Pages

Figure 7 provides examples of Web-pages for the output side of figure 3. The user can select an archive
(or databases) of simulation runs to work with. Each run belonging to a selected database is listed in a
visual (text plus graphics) format. The user may select any to work further with. A set of plots may be
generated using the templates or a custom format. Viewers are also available should the user want a 3-D
view and rotation of the view-point. Quick-look reports are then readily generated (documents, tables,
or viewgraphs). A free set of viewers, in this case Microsoft Office (Word, Excel, PowerPoint, and
Access), can be downloaded to format the data and create quick-look analysis reports and presentation
slides.
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Figure 7 Examples of System Output Web-Pages

IV. Next Steps

The system we have presented will be generalized to support distributed and parallel simulation of
multiple heterogeneous systems. The user interfaces are written such that codes, rather than humans ran
interactAwith a given program. The use of Internet technologies provides us with standards that greatly
simplify the challenge of making such programs interoperable with each other A key feature of the IRT
collaboratory is the use of PC-based parallel processing to provide the high performance computing
capability. When we bring together multiple codes, a common runtime system for high performance
computing will be needed. This must provide runtime functions of array distribution and mapping that
are compatible for the languages of the individual codes (Fortran, C/C++, Java, and Ada) We expect
the area of Internet security to continue to evolve and eventually provide us with certified policies and
procedures.

The exclusive use of PCs for this demonstration proves that desk-top supercomputing and Web-based
Simulation-on-Demand works We will continue to adopt new developments in the PC-technolog'y
base. This will lead to the use of distributed-shared memory clusters of PCs. Such systems, which we
call Advanced-Beowulf, are expected to provide a rich and affordable computational resource for
interoperable virtual environments, phenomenological models, and system simulations. A basic
Advanced-Beowulf consisting of four nodes, each having four processors (a total of sixteen) and a
quarter gigabyte of on-board RAM (a total of one gigabyte), plus a terabyte of secondary storage
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distributed among the four mother boards (i.e., parallel 1/0), can be easily built. Moreover, future
developments in wrapper technology promises to require less specific knowledge of the actual working
of the test-article, as is now the case with GEMACS. Implementations of wizards, or small helper
applications, will step the user through the process of creating, submitting and analyzing simulations.
Thus, the learning curve required to operate a Simulation-On-Demand site will be lowered and the site
will be more accessible to a larger number of users. In the GEMACS case, analysis tools for in-depth
analysis of electromagnetic fields make the user more productive. The Innovative Research Testbed
framework will continue to evolve and expand to meet Collaboratory demands of the future.
Additionally, with efforts to increase the speed of computers and the networks they communicate with,
PC-based Web-enabled collaboratories will become a valuable, integrated, fully interactive tool
embedded into many powerful applications.
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1.0 INTRODUCTION

This paper presents another in a series of topics on the application of knowledge-based techniques to CEM
computer modeling and simulation. The strength of the knowledge-based approach is described for a simple canonical
problem and a subset of relevant modeling concerns to illustrate the basic concept. The approach can readily be extended to
more complex geometries and modeling scenarios. The modeling examples and concerns ae discussed in the context cf
applying a smart pre-procesor for government, university, and industry CEM codes called the Intelligent Compatational
Electromagnetics Expert Systemn (ICEMES)Y The ongoing research and development work is funded under Contract
F30602-96-C-0163 for the US Air Force Research Laboratory's Information (IF) Directorate at Rome.

2.0 BACKGROUND

The reader may recall from previous literature on this subject that the pursuit of knowledge-based, expert system
techniques is for the purpose of instituting an 'intelligent agent" in the CEM computer modeling and simulation task.
Such techniques are meant to better automate the modeling process and enhance the analyst's efficiency in generating
validated CEM models in accordance with appropriate electromagnetic physics formalisms and within the constraints cf
selected codes. ICEMES is being developed for this very purpose

The CEM formalisms supported by ICEMES include MoNM GTD/UTD. SBR/PO/PTD, and hybrid MoMIGTD
The CEM codes of interest here are current versions of GEMACS. NEC-MOM. NEC-BSC. Carlos-3D. Apatch. and
Xpatch. ICEMES will validate existing input models for these CEM codes and formalisms. It will also accept a limited set
of computer-aided design (CAD) data to automatically produce CEM structure models for these same codes and
formalisms. Selected CAD file types and data formats include facet. DXF, and subsets of the Initial Graphical Exchange
Specification (IGES) superset list of entities. Additionally, ICENES provides a shapes pallet from which canonical objects
can be "dragged and dropped" on a workspace to synthesize a complex system model.

Whereas past treatments of this subject have focused on the general knowledge-based approach, concept design-
system framewodr and sultware-reated issues this paper illustrates how the concept and approach are applied. Specifically.
this paper will help answer an often asked question posed by many in the CEM communit, that is. "How are expert
system rules actually applied to assure a valid CEM structure model2" We will address this by way of a simple
illustration from which the reader can grasp the concept "nd gain insight into some of the subtle modeling issues that
ICEMES is designed to handle. The cases described below will also help the reader develop an appreciation for extending
the technique to a variety of real-world, complex system modeling scenarios. The mechanics of translating user inputs and
other external data which drive the process, as well as the methods employed to generate corresponding CEM models Er
selected codes will not be addressed in this paper. These aspects will be the subject ofa iuture paper.

In this paper we will briefly discuss a few modeling and validation issues particularly as they relate to geometry
object connectivity and alignment; surface attachment; surface planarity (flatness or curvature): the orientation of surface
normals with respect to electromagnetic sources; frequency-dependeut object-element transformations and resizing: and the
impacts on model reasoning processes caused by selecting regions, and specifying observables and field points We will
also discuss the effec of introducing certain modeling violations which are intended to evoke a predictable camse-drect
response from the expert system's inferencing engine (i.e., the knowledgelrule base) Such violations, if not corrected in the
final model, can result in CEM model instabilities, problematic singularities, and invalid solutions

*ANDRO Consulting Services, P.O. Box 543, Ronic, NY 13442-0543, androlt&aol.comr cecarronIJsaotecotn,jma.borg com
TUS Air Force Research LaboratorvyIFS13, 525 Brooks Road, Rome, NY 13441-4505. blocherttssl alsfil
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Each case-effect relationship or ifthen-else action is defined by a rule set that applies to one or more of the CEM
formalisms, software codes, and modeling methodologies. The methodologies are drawn from CEM experts who we
theorists, experienced analysts, code developers, and proficient code users.

3.0 MODEL VALIDATION EXAMPLES

Figure 1 illustrates a simplified, canonical model for the purposes of this discussion. The model consists of two
basic objects: a thin wire radiator perpendicularly attached to a flat plate. This could represent, for example, a radiating
monopole or whip antenna effectively mounted atop a vehicle roof hut, or an aircraft wing which acts as a ground retfence.
In CEM parlance, this represents a hybrid model comprised of MoM and GTD objects. Interest here may be in analyzing
antenna performance and/or predicting the field pattern of the antenna over a finite ground plane.

The physical dimensions of the objects and the manner in which voltage feeds are applied are not critical to the
discussion. Hence, we will approach the application of model validation rules and reasoning methodologies qualitatively
rather than quantitatively. The illustrations given below assume that a predefined CEM model (consistent in whole or in
part, for example, with GEMACS, NEC-BCS, NEC-MOM, and Carlos 3D) has been imported and is being validated by
the ICEMES Pre-processor.

P,(sl, yl, zt)

P6(x6, y6, z6)

P4(x4, y4, z4)

P2(x2, y2, z2)

"Ps(x3, y3, z3)

Figure 1. Canonical Example of an MoM Radiator Over a Conductive GTD Plate

3.1 Geometry Object Connectivity and Surface Attachment

One of the initial validations that the expert system engine performs is to check for intra-object as well as inter-
object connectivity. This means that the system first looks for missing or incomplete physical parameters (scaled to
frequency, ofcourse) that define the geometry including voids, disconnected regions, and so on for each main object. For
example, the thin-wire antenna is checked to determine if its end points including any intermediate wire segments me
connected to each other in a contiguous manner.

Checks are then performed to verify antenna-to-plate attachment and surface planarity of the plate object The
surface planarity check is accomplished using the generalized equation for a plane. This equation assumes that the plate can
be "discretized" and equivalently defined by a series of contiguous triangular finite elements or patches. As such, the
equation for a plane is expressed as:

a(x-xo) + b(y-yo) + c(z-z.) = 0
where

a = y~z2 - zIy2
b = -(xizr - z~x2)

c = xly2 - yIx.
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The cecfficients a, b, and c ame computed by the cross product of two vectors connecting three points in the triangular finite
element. The number of planes is tracked by assigning a "plane parameter" to each finite element ICEMES verifies
whetber each element has assigned to it some initial value (xit. y. Zo). The first element considered acts as a "basis" in
determining plate planarity where all other elements ae considered in a recursive imct.

One of the approaches used to verify, wire-to-plate connectivity is based on an equation for a generalized curved
snftce. For the sake of brevity, the mathematical equations and approach arc not presented here For example a seful
method is to employ the equations for attachment to cylindrical smfefes. The equations reduce to the case of a fiat plate
after modifying assumptions m'e applied with regard to the off-axis angle, 0, and assuming very large cylinder radii. Other
equations and simplifying techniques can be used to determine attachment and "welding" criteria for the wire and plate,

In the event that the antenna object's base coordinates ame not within some acceptable tolerance value with respect
to the plate snface to assure attachment or if it is not at a valid attachment point on the surface, the expert system wilt
issue a warning and a recommended action of the following form to the user:

Antenna is not connected to the plate surface at a valid attachment point or is offset from the surface!

Do you want ICEMES to reposition/translate the antenna base element and all connecting segments tol
the plate surface using distance-minimization criteria?

3.2 Geometry Object Alignment

The next validity test involves the detection of misaligned objects Such objects may be all or partially
misaligned due to differences in the (x, y, z) coordinates at the interfaces between two or more separate objects or for
individual elements of a single object. For example. in the case of Figure 1 a misalignment effectivel' occurs if the wire
object is inadvertently defined to lie partially or completely in the plane of the plate. The misalignment also leads to the
extresne case of a shallow wire angle with respect to the plate surface. In this case, the following message is issued:

Wire subsections lie completely or partially in the plane of the plate resulting in the potential for
shallow angles (520°) with respect to the surface!

Do you want ICEMES to raise the wire segment(s) within the range of 20' to 90' relative to the basel
attac~hmeot point ? I

Shallow angles amo an important consideration in view of possible model transformation and resizing (see Subsection 3.4
below) where, for example, the solid plate sarfice may be redefined as an equivalent wire mesh depending upon frequency
and accuracy constraints.

Another practical example of nisalignment can be observed for 3D object attachments where, for example. a cone
fiustunm is not properly attached to a cylinder object, or when multiple frustum sections mae impropcrlv connected whien
forming a single, contiguous object.

3.3 Surface Normals With Respect to EM Sources

For the most pars, surface normals ftr CEM objects (e.g., GTD plates) should be defined to point in the direction
of incident or applied sources. The situation is complicated when multiple objects and sources are present in the problem
In the case of our plate-wire problem, if the user has defined the order of(x. y, z) plate vertices such that the tighl-hand rule
defines a normal opposite to the location, direction, or orientation of the wire then the following warning and corrective
action are issued:

Plate corners are Curently ordered in a manner that produces a normal which is opposite In direction
from the source(s) in the problem! I
Do you wish ICEMES to rearder the noints to assure a normal in the direction of the source(s)? I
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3.4 CEM Model Transformations and Element Resizing

The user will have the ability to specify frequency information (start, stop, Al) and certain accuracy constraints to
the expert system for any given problem. In Figure 1, we started out by assuming a hybrid MoM/GTD model. Let us now
assume that the frequency and accuracy constraints are redefined such that the model tursforms completely into a wire
meshed surface where subsection element lengths are typically in the range 0. 1X-0.257,, and where ), is the wavelength of
interest. The new model may be a result of lowering frequency and requesting increased modeling accuracy or by increasing
frequency and imposing high-accuracy constraints. The expert system computes the corresponding mesh elements which
are used to define the surface. For any other frequency and/or accuracy limit adjustments, the expert system rules will
redetermine the appropriate mesh densities and wire subsection dimensions. The following message would then be issued:

Wire subsections are valid at x MHz and adhere to proper length-to-radius ratios, and minimization o
nearest neighbor segments that differ by a factor of ?!2x in length.

3.5 Geometry Region Selection, Observables, and Field Point Specifications

The impacts of collectively selecting geometry regions, specifying observables (surface currents or
densities, magnetic fields, electric fields), and considering the relative proximities of electromagnetic sources in the
problem places a tremendous burden on the inferencing engine and its decision making ability. These aspects are currently
being researched and implemented in a piecewise manner. A smart 3D graphical editor is being implemented to provide an
interactive display environment to aid in the decision-making process. This environment will allow the user to
select/highlight all or part of the geometry using a "lasso" function. Selecting only a portion of the total geometry will
result in either one of two events or both: (1) only that portion of the geometry will be "extracted" and considered in the
CEM model generation process and/or (2) the selected region will be modeled accurately within some nX volume or
boundary limit whereas the remainder of the model will be approximated or perhaps completely neglected in the final
generated model. Event 2 will depend on frequency, accuracy, and other specified problem constraints. Other constraints
that influence how the final CEM structure model will be defined, partitioned, or modified include the type(s) of
observable(s) desired and the location ofeleclromagnetic sources relative to the geometry and field point(s) of interest.

Generally, the result will be a complete, valid CEM structure model which is accurately defined over the selected
region of interest (e.g., using a series ofcontiguous, discrete patches or a wire-gridded surfice), and less accurately defined
beyond the nX boundacy limit dictated by the extent of the selected region or by wavelength, whichever criterion is the
more accurate. The effects of region selection, and the general influence of observables and sources on the generated model
are illustrated in Figure 2. The method ofsuccessfilly accomplishing this is dependent upon the following: the manner in
which selected objects (subregions) are grouped or tagged; determining the 2D to 3D transfer function or extent to which
the 2D lasso area relates to a 3D volume; and assuring valid boundary conditions at the interface between the higher- and
lower-fidelity regions of a model.

P i(Xl, yl, zl)

P,(x6, y6, z6)

Clip Box Projection P,(x4, y4, z4)
(Footprint)

Wire Grid or Patch Region 2D Clip Box
R adius = -u -

(High-Fidelity Modeling)

Outer Region
P2(x2, y

2
, z

2
) (Coarse Modeling)

P P(x3, y3, z3)

Figure 2. Illustrating the Influence of Region Selection
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3.6 Other Hybrid Modeling Violations

We are also concerned with avoiding the attachment of wire segments at or naara GTD plate edge (see Figure 1).
The general rule is to avoid attachment points that are < VJ4 from any plate edge. When this condition exists, a warning
and corrective action of the following type are issued to the operator.

IBase of wire segment(s) is attached at a point that is _tt.25k from plate edge xI

Do you wish ICEMES to relocate the wire segment(s) using distance-minimization criteria? I
4.0 DEVELOPING THE ANALYSIS DEFINITION (COMMANDS AND GEOMETRY)

ICEMES is being designed with a capability to aid in the development of the analysis definition. This involves
the generation of appropriate structue models mad executive comrmnds for the corresponding CEM tool(s). The analyst
specifies the general output that he/she desires and ICEMES asks pertinent questions to provide the appropriate commands
and geometry models as output. Using an interactive dialogue approach to communicate with the expert system, the
operator can perform the following: (a) import a CAD (IGES, DXF, or fiscet) model; (b) define the top-level analyses
parameters (frequency, source definitions, observables and solution controls); (c) translate one CEM tool command set into
another CEM tool command set; and (d) modify a CEM command set for a different user-defined scenario These aspects
are illustrated in Figure 3.

It is important to note that importing CAD or existing CEM models results in a "mapping" of the corresponding
model data into an object-oriented metafilc environment which is effectively mirrored into a generic KB object network
resident within the indastic engine. CEM and executive control parameters input by the user ame associated with the
geometrical description establishing a synergy between the command and model development tasks This approach allows
for the generation of structure models and executive commands fer the CEM code(s) of interest in a single session. The
translation of one CEM tool command set to another is accomplished by exploiting the metafile environment and the
generic KB object definitions, rather than directly performing file translations (e.g., GEMACS to NEC-BSC input formats.
and so on). The rules operate upon the generic KB objects to produce the desired modeling results This methodology
results in a complete and robust pre-processor.

,.SART 3D GRAPHICALS EDITOR

Lo . wY -N.C•S

CCEC•onesR iL5CM'

Figure 3. ICEMES Analysis Definition and Data Flow
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5.0 SUMMARY AND FUTURE DIRECTIONS

A knowledge-based, expert system approach to CEM computer modeling and simulation is discussed in this
paper. The concept and approach ate based on the ICEMES capability which is in the process of development and
demonstration. This paper represents assother in a series of technology updates on the development and application of the
ICEMES knowledge-based capability.

ICEMES assists the CEM analyst in efficiently generating CEM stnucture models based on a nunber of widely-
used physics formalisms, proven numerical techniques, and validated software codes. The CEM stucture models ate
generated in accordance with the modeling guidelines and input data requirements for selected CEM codes. The ICEMES
model validation and correction measures ultimately act upon generic CEM objects resident in the knowledge base. Any
size adjustments, position changes, connectivity modifications, etc. are applied directly to the generic CEM model
components. Once the geometry model complies with the set of applicable CEM rules, it passes through a "filter" for the
application code selected. The filter converts generic knowledge-based paraeters into a specific format required by the
CEM cede(s).

A number of typical examples illustrating the application of expert system rules to the CEM modeling and
validation task is presented above. These examples are only a small subset of what is achievable using ICEMES. The
various rules, checks and balances applied to these examples and cases represent a fmaction of the total knowledge base and
decision-making capability resident in ICEMES.
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INTRODUCTION

Practitioners and researchers in Computational Electromagnetics (CEM) have made enormous
strides over the last thirty years in their ability to analyze a wide variety of complex electromagnetic
phenomena. Before this time rigorous solutions to electromagnetic problems usually were limited to
those having a canonical geometry in which the vector Helmholtz equation was separable.
Approximate solutions also existed for electrically large problems by using the classical methods of
geometric and/or physical optics together with the Geometrical Theory of Diffraction (GTD) as
developed by Keller [1]. The application of modem numerical methods to solve Maxwell's equations
for more general CEM problems began in earnest with the development of the Method of Moments
(MoM) by Harrington [2] for integral equations, the Finite Difference Time Domain (FDTD) method
by Yee [3] and Taflove [4] for differential equations, and the Uniform Theory of Diffraction by
Kouyoumjian and Pathak [5] for high frequency solutions. These techniques were developed from the
mid 1960s to the mid 1970s and have been applied to a wide variety of general CEM problems up to
the present day. MoM proved to be very versatile for radiation and scattering but was limited to
problems whose characteristic sizes were, at most, on the order of a wavelength. FDTD methods
proved excellent for similarly sized interior problems, especially those containing complex materials.
but encountered accuracy limitations due to numerical dispersion, stair step effects at curvilinear
boundaries and insufficiently accurate absorbing boundary conditions (ABCs) for exterior problems.
UTD provided solutions of good accuracy to a variety of electrically large problems involving metal
structures but it proved difficult to extend the theory rigorously to nonmetallic structures. Finally, a
major constraint on all numerical methods until recently were the limitations on the computer
hardware.

The advent of fast workstations, massively parallel computers, CAD programs, advanced
visualization tools, and major advances in CEM solution algorithms have greatly changed this picture.
Computer speed and memory have made possible the solution of very large problems in reasonable
times. A very complex general geometry can be represented very accurately in a standard ( e.g., IGES)
geometry file. Sophisticated graphics hardware and software make the presentation of computed
results clear and informative. Iterative methods and fast solvers, such as the Fast Multipole Method
(FMM) [6] and the Adaptive Integral Method (AIM) [7], have expanded the applicability of MoM
integral equation formulations to electrically sizable problems. Similar advances have taken place in
FDTD due to development of the very accurate Perfectly Matched Layer (PML) absorbing boundary
condition by Berenger [8]. More recently the finite element method (FEM) has been developed in
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both the frequency and time domains and applied to very general radiation and scattering
problems. Finally, the hybridization of different CEM frequency domain techniques coupled with
massive computer power have brought CEM into the realm of "real world" problems. Two examples
of such problems are calculation from first principles of the radar cross section (RCS) for a complete
fighter aircraft at ever higher frequencies and the performance of antennas mounted on complex
platforms.

While CEM technology has continued to advance into more and more areas of
electromagnetics, the methods of determining the quality of the CEM solution and the validity of the
CEM software have remained essentially unchanged over the past thirty years. In this paper, CEM
solution quality and code validation now and in the future will be reviewed and discussed from several
points of view. Emphasis will be placed on CEM codes that analyze the electromagnetic performance
of large complex platforms such as aircraft. Both hardware and software validation benchmark
problems are discussed and the quality of the CEM solution is given in terms of software error analysis
and control as well as algorithms for the extrapolation/interpolation of computed CEM data. This
discussion is not meant to be complete but to indicate how CEM code solution quality is determined
today and a few promising approaches for improving the solution quality in the future.

CEM CODE VALIDATION:

The most common, and best, way to validate a CEM code is to compare the computed results
of a carefully defined test problem with the measured results of the same problem. This test problem
is represented in the real world by a material test body upon which specific measurements are to be
performed in a carefully controlled environment to generate the measured data. Ideally a measurement
error budget is constructed by careful calibration of the test body and measurement environment and
an estimate of the measurement accuracy is determined. Measurements are expensive and time
consuming but they touch the real world without which computer modeling and simulation is lost.

The test problem is represented within the CEM code by a digital data set. This data set is
made up of two major subsets, geometry data and electromagnetic data, each representing a separate
CEM model. In most modem CEM codes geometry data is generated externally by a CAD program
and is usually passed to the CEM code using a standard file format (e.g. IGES). The CEM
electromagnetic data is generated internally using a limited set of externally specified parameters (e.g.
frequency, material constitutive parameters) required for specific material and electromagnetic source
models within the code. CEM solution algorithms then operate on this data in a carefully within the
CEM code to produce the computed results. As is evident the simulation procedure is analogous to the
measurement procedure. Currently, however, only limited effort goes into estimating simulation
accuracy. This is due primarily to the fact that simulation accuracy is a complex combination of the
accuracies of the geometry, CEM algorithms (including their specific implementation in a given code)
and their numerical procedures, and computer roundoff error. The usual approach is to compare
measurements and calculations without error bars on either data set.
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Over the years a number of test bodies have been recognized as being particularly valuable as
CEM validation benchmarks. For RCS calculations the sphere is perhaps the best known since it is the
one 3D test body whose RCS can be calculated exactly using the well known Mie series.

More general benchmark problems, however, have been developed recently. Perhaps the most
well known problem set is the one sponsored by the Electromagnetic Code Consortium (EMCC) that
has become recognized in the CEM community as benchmarks for RCS calculation. One such set of
problems consist of various flat plate configurations, two of which are shown below in Figures Ia and
lb.

<60'
2A! 35Z•

Figure la. Wedge-Plate-Cylinder Figure lb. Plate (Business Card)

These benchmarks are designed to be used with first principles CEM techniques such as MoM , FEM
or FDTD. These problems are characterized by an electrically thin plate structure possessing edges,
comers and tips which stress CEM code modeling capabilities. A detailed description of these plate
target benchmarks along with a selection of measured and calculated data is published elsewhere [9].

A second set of EMCC benchmarks consists of several bodies of revolution ( ogive, double
ogive, cone-sphere and cone-sphere with gap) [10], a more general 3D target (NASA almond) [10] and
an aircraft model, the VFY 218. Depending on the frequency, these targets can be used to benchmark
a variety of GEM codes and techniques. Three of these targets, the NASA almond, double ogive and
cone-sphere with groove are shown in Figure 2 while the VFY 218 is illustrated in Figure 3. As with
the plate benchmarks these targets contain regions that stress CEM code modeling and solution
capability. These 3D targets show increasing levels of structural sophistication starting from the body
of revolution structures having an axis of symmetry to the full 3D almond to the VFY 218 which
represents a highly complex and general airframe.

-2 -

.2 z 21 4I 2•4

Figure 2a. NASA Almond Figure 2b. Double Ojive
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Figure 2c. Cone-Sphere with Groove Figure 3. VFY 218

Besides RCS, the performance of antennas mounted on platforms such as aircraft or other
vehicles represents another major CEM "real world" problem. In contrast to RCS, antenna/platform
integration has major commercial applications which suggests the need for validation procedures that
are practical in the commercial as well as in the DoD world. Antennas represent relatively strong EM
sources close to many parts of the platform giving rise to significant surface wave and near field
phenomena on the platform.

Antenna performance validation typically has been restricted either to the antenna in the
absence of a platform or in the presence of a simple platform such as a highly conducting planar or
curved surface. Since modem antennas usually reside on a complex structure, the "realistic" problem
is to include the antenna and platform as one system. Platform effects can significantly degrade the
antenna radiation pattern. In addition other antenna characteristics, such as efficiency, input
impedance or array scan impedance, are sensitive functions of the nature of the platform.. In particular
it can be difficult to determine those parts of the platform whose influence significantly degrades the
antenna performance.

A test article for validating antenna/platform CEM codes was constructed recently at the Rome
Research Site of the Air Force Research Laboratory (AFRL) to help answer this question. The test
article, called the Transformable Scale Aircraft-Like Model (TSAM) [11], is an approximately 1/20
scale model of a wide bodied aircraft with a simplified canonical geometry on which six monopole
antennas have been mounted, three on top of the fuselage and three on the bottom. The use of a
simplified geometry allows geometry modeling accuracy to be high with insignificant modeling error.
Simulation error then is due primarily to algorithm errors within the code which is the major focus of
CEM code validation. A set of principal plane radiation patterns have been measured and have been
used to validate the Rome Laboratory GEMACS code. A unique feature of TSAM is that all its
components can be removed so that the electromagnetic scattering from each TSAM component on the
TSAM antenna radiation patterns can be determined easily. These data serve not only to validate
CEM codes but also as a troubleshooting guide in determining problem areas in the software. A view
of TSAM assembled and disassembled into its component parts is shown in Figure 4 and typical
platform effects on a monopole mounted on TSAM are illustrated in Figure 5.
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Figure 4 The TSAM Test Article [IlI Figure 5. TSAM Antenna Platform Effects

Another antenna/platform test article being constructed at Wright Patterson AFB is a 1/3 scale
model of a C29 aircraft [12]. This platform was originally designed for RCS measurements but is

being modified to include both a monopole antenna and an array. Antenna pattern measurements
currently are underway which will provide additional data showing various platform effects on antenna
patterns.

In addition to measurements on hardware test bodies, CEM software validation can be done

using computed results from other CEM codes on selected problems. One such collection of CEM
validation problems has been compiled by ACES into a canonical problem set that was published in

1990 [13]. This would work best if the computed results of the various canonical problems were done
using CEM codes of known accuracy which is usually not the case. Still, these problem sets are

valuable in helping to check CEM code quality for problems in which benchmark measured data are
not available.

CEM QUALITY OF SOLUTION:- NOW AND IN THE FUTURE

The most accepted procedure for validating CEM codes and judging the quality of CEM
solutions is comparing the calculations to the results of well designed and carefully conducted
experiments. The absence of error bars, or at least error estimates, for most published measured data

makes the CEM code validation process ambiguous. Certainly rough estimates of measurement

accuracy based on experience often are available for many kinds of electromagnetic measurements.
However what is needed for benchmark measurements is a quantitative error estimate (and an error

budget) of the observable being measured on a specific test body at a particular measurement facility
with specific calibrated equipment at a specific time. If the computed results fall within the error bars
of the measurements, the code is validated to within the accuracy of these measurements.

Unfortunately most comparisons of benchmark measurements to calculations usually show
areas of reasonable agreement and areas of disagreement. If the measurement accuracy is not known.
then it is usually impossible to determine the cause of the disagreement. If the measurement accuracy
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is known then it is usually difficult to determine the source of the disagreement within the CEM code.
Modem CEM codes are complex in the extreme and their accuracy is a finction of geometry modeling
error, electromagnetic modeling error, algorithm error and computer machine accuracy. Even worse,
these errors are not independent of each other and the dependencies usually are not known. A start has
been made, however, to include error estimates in CEM codes. These estimates typically are
associated with the CEM solver algorithms and involve quantities such as condition number and
residual error. Basic research to determine error estimates for differential and integral equations of
electromagnetics is being pursued actively. A recent example for integral equations is found in [14].
While such research is essential it must be extended to include error estimates on the electromagnetic
observables of interest in terms of quantities that are under the control of the CEM analyst (e.g. grid
density, number of terms in a sum, quadrature points). In addition error estimates must be developed
for CEM hybrid code algorithms. Such algorithms are combinations of different CEM techniques and
are much more difficult to analyze but they represent currently the only practical way to analyze "real
world" problems using CEM.

In addition to the accuracy of a given CEM solution over a domain of parameter values,
another aspect of the quality of solution in CEM is the development of "smart"
extrapolation/interpolation procedures to extend the range and domain of a given CEM solution while
preserving solution accuracy. Two techniques developed recently are Model Based Parameter
Estimation (MBPE) and Asymptotic Waveform Evaluation (AWE). Recent development of MBPE
can be found in [15, 16, 17].and AWE in [18, 19]. Both methods replace the exact electromagnetic
model with a reduced order model. For example, in the frequency domain the algorithm for a scattered
field or an antenna impedance can be viewed as a transfer function which varies with frequency. A
suitable reduced order model for the transfer function is a ratio of polynomials whose coefficients are
determined from the CEM computed data. This approach allows the CEM analyst to avoid having to
do calculations over a dense set of points. Instead, accurate calculations for an electromagnetic
observable are done for a smaller set of points and the results at other neighboring points are estimated.
Important questions remain concerning how far the computed data can be extrapolated and how
accurately the data can be interpolated.

The CEM codes of the future will be used in support of virtual prototyping and acquisition of
future commercial and military systems and high level modeling of C41 assets. In virtual prototyping
and acquisition, electromagnetic analysis tools will be used together with the tools of other engineering
disciplines (e.g. structural, thermal, fluid mechanics) in an integrated computational environment to
develop a set of manufacturing specifications for a given system that is consistent with user
requirements and acquisition issues such as affordability, manufacturability and reliability. The best
example to date is the development of the Boeing 777 done largely by computer analysis and
simulation. To work in this design arena most effectively the CEM codes of the future requires careful
validation and rigorous accuracy estimation.

A further use of the CEM codes of the future is in providing support for the modeling and
simulation of C41 systems. A number of different modeling and simulation levels are required for C4I
simulation and are best illustrated by the pyramid structure shown in Figure 6. At the base of the
pyramid are the engineering physics simulations, including CEM, which are essential to determine the
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detailed virtual performance of an electronic system. These simulations are the most accurate but do
not run in real time. Toward the top of the pyramid are the various command and control simulations
which are essential for evaluating how a given electromagnetic system performs in a C41 environment.
These simulations are less accurate but run in near real time.

t.
Decreasing ampaigns

Time ngagements Increasing
es Fidelity

Compnents

Figure 6. Modeling and Simulation Pyramid

At a given level, a set of system models are required that can be derived from the models and data at
the level below it by a process called model abstraction. Such a process systematically reduces the
model complexity of lower levels to a model appropriate for the modeling and simulation tools at
higher levels. CEM codes, along with other engineering physics disciplines, will provide the bedrock
of accurate information to be passed up to the higher level simulation tools to give accuracy and to the
results. Essential to this process is the existence of validated CEM tools of known accuracy and wide
applicability to be used in the acquisition and testing of DoD and commercial systems of the future.
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Abstract

This paper describes how recent advances in computational electromagnetics can be used by the
radar cross section (RCS) measurement community to design improved calibration targets. We present
numerical examples for three calibration targets: a right circular cylinder, a modified bicone, and a dihe-
dral. Several different computational electromagnetics codes are used for each target, and the accuracy
ofeach is assessed.

1 Introduction

RCS measurement ranges are complex systems used to measure the radar cross section of arbitrary targets.
Recent advances in instrumentation radar technology have greatly improved the accuracy of measured RCS
data, as well as the speed with which it is acquired. New sophisticated software tools transform broadband
and/or wide-angle RCS data into various types of images, useful for analyzing target scattering characteris-
tics.

One aspect of the RCS measurement process which has received relatively little attention is the cali-
bration process. Calibration is accomplished by measuring the electric field scattered by the target under
test, and then repeating the measurement using a calibration target. The calibration measurement is then
correlated with the known RCS of the calibration at the frequency, polarization, and aspect angle of inter-
est. Traditionally, a conducting sphere is the target which has been used almost exclusively for calibration,
primarily because it is one of the few objects whose theoretical RCS can be computed exactly. Conversely,
other targets have not been used for calibration purposes because of the lack of high-quality theoretical scat-
tering data. The emergence of powerful new computational electromagnetics tools can remove this barrier.

In Section 2, we briefly discuss the conducting sphere as an RCS calibration target, focusing on its
advantages and disadvantages. In Section 3, we discuss the use of the right circular cylinder as a calibration
target, while in Sections 4 and 5 we address the bicone and dihedral, respectively.

2 Conducting Sphere

Conducting spheres are by far the most widely used RCS calibration target. This popularity is based on
several factors. First, conducting spheres are relatively easy to fabricate. Second, the RCS of a conducting
sphere is independent of azimuth and elevation angle. Third, and most important, the theoretical RCS of a
perfectly conducting sphere is readily given by the classical Mie series [2].

Conducting spheres have several serious disadvantages. First, conducting spheres scatter strongly in
all directions, providing secondary illumination of target support hardware and corrupting the calibration.
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(a) Geometry of the "squat" cylinder. The cylinder is (b) Measured RCS as a function of frequency.
4.5 inches in diameter and 2.1 inches in height.

Figure 1: Measured monostatic RCS of a right circular cylinder as a function of frequency. The elevation
angle is 0°; that is, the cylinder is edge-on to the incident field.

Second, the RCS of a conducting sphere is very sensitive to fabrication defects. For instance, a conduct-
ing "sphere" with radius a and 1.5% eccentricity corrupts an RCS measurement by as much as 0.5 dB at
wavelengths below 0.25a [3]. Third, spheres are not compatible with modem rotator-pylon supports.

3 Right Circular Cylinder

Right circular cylinders are currently being used as the primary calibration target at the Air Force Research
Laboratory's Advanced Compact Range at Wright-Patterson AFB, OH. These so-called "squat" cylinders,
shown in Figure 1(a), look like metallic hockey pucks and are oriented edge-on to the illuminating radar.
Their advantages include 1) ease of fabrication with extremely tight physical tolerances, 2) reduced sec-
ondary illumination of target support hardware, 3) compatibility with rotator-pylon supports, and 4) az-
imuthal invariance. Their disadvantages are primarily limited to 1) RCS sensitivity to elevation angle, and
2) lack of exact theoretical RCS.

The first disadvantage can often be mitigated in practice by elevation alignment, although this can often
not be done at large outdoor RCS measurement ranges due to ground bounce effects. The second can be
overcome by the application of computational electromagnetics. Figure l(b) shows the measured RCS of
the "squat" cylinder as a function of frequency. Figures 2(a) and 2(b) show the difference between the
calculated and measured RCS of the 450 "squat" cylinder as a function of frequency. Data from two body
of revolution (BOR) moment method codes, a general-purpose moment method code incorporating "fast"
solution techniques, and a physical optics code are shown. As can be plainly seen, the agreement with
measured data for the three moment-method techniques is excellent. As might be expected, the agreement
for the physical optics result is less impressive, especially at the lower frequencies.
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Figure 2: Calculated RCS data versus frequency for the "squat" cylinder. Calculated data is provided
by AIM [I] (a "fast" general-purpose moment-method code), CICERO [4] and JRMBOR [5] (two body
of revolution moment method codes), and XPATCH [7] (a shooting-and-bouncing ray/physical theory of
diffraction code) with no edge diffractions included. Results are plotted as RCS relative to measurements.

4 Bicone

The "squat" cylinder provides superior calibration performance over the conducting sphere However, it
possesses one serious shortcoming - its RCS is relatively sensitive to elevation angle, especially at higher
frequencies. The bicone, shown in Figure 3(a), is designed to give better elevation performance than the
"squat" cylinder while maintaining the cylinder's advantages over the sphere. The bicone can be thought
of as a body of revolution analogue of a dihedral; the geometrical optics scattering mechanism is a double
bounce reflection from the top and bottom sections of the bicone rather than the single bounce reflection
from the side of the "squat" cylinder. Figure 3(b) shows the measured RCS of the bicone as a function of
frequency.

Calculated RCS data for the bicone was generated using a "fast" general-purpose moment method code,
FISC [6], and a body of revolution moment method code, CICERO [4]. The difference between the calcu-
lated and measured RCS is shown in Figures 4(a) and 4(b). It is clear that both codes agree very well with
each other and with measurements.

Figure 5 shows the calculated RCS of the bicone and "squat" cylinder as a function of elevation angle.
The calculations are scaled in frequency so that the two objects are approximately the same number of
wavelengths in height. The results clearly show that the bicone is less sensitive to variations in elevation
than the "squat" cylinder.
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(a) Geometry of the bicone. The bicone is 9.5 inches (b) Measured RCS as a function of frequency.
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inches in diameter.

Figure 3: Measured monostatic RCS of the bicone as a function of frequency. The elevation angle is 0'; that
is, the bicone is edge-on to the incident field.

5 Dihedral

Dihedrals are used as calibration targets mainly to calibrate the radar cross-pol responses. Shown in Fig-
ure 6(a) is the dihedral used in this study. Figure 6(b) shows comparison between the measured and predicted
radar cross sections for the VV and HH polarizations with the incident field illuminating from the positive
X direction. The predicted data were obtained using the AIM code [1]. The H- curves compare very well
with less than one dB error, while the VV curves compare well from 4 to 6 GHz but have a substantial
discrepancy from 2 to 4 GHz. The discrepancies are due to the interactions between the vertical edges of
the dihedral and the rotator mount. This target/rotator interaction is stronger for V-pol than for H-pol and
is more significant at lower frequencies. The calibration measurement data shown in Figures 7(a) and 7(b)
were taken with the dihedral rotating 360 degrees around the x-axis. The dihedral has one plane of symme-
try. Thus, the VV and HH responses have a 180-degree periodicity and the VH and HV responses have a
90-degree periodicity. The VV and HH responses should be the same except for a 90-degree phase shift. The
VH and HV responses are identical. Only two data points, the VV and HH backscattering responses along
the x-axis (Azimuth angle equal to zero), are calculated. These VV and HH responses are then projected to
the properly transformed coordinate system to generate the 360-degree pattern cut shown in Figure 7. The
asymmetry of the measured data is due to the indentations in one of the vertical edges of the dihedral. The
discrepancies at the peaks are due to the targettrotator interactions.

6 Summary

We have discussed the RCS calibration process from the viewpoint of designing RCS calibration targets
to enhance the accuracy of RCS measurements. We have shown that the state-of-the-art in computational
electromagnetics is sufficient to accurately predict the RCS of candidate calibration targets. We have pre-
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Figure 4: Calculated RCS data versus frequency for the bicone, provided by FISC [6], a "fast" general-
purpose moment-method code, and CICERO [4], a body-of-revolution moment-method code. Results are
plotted as RCS relative to measurements.

sented results for the "squat" cylinder, bicone, and dihedral calibration targets, as well as calculated data
from two different "fast" moment-method codes, two different body of revolution moment-method codes,
and a physical theory of diffraction code. Excellent agreement with measurements was observed for the
moment-method codes.
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Figure 6: Monostatic RCS of the dihedral as a function of frequency. The elevation angle is 0°; that is. the

incident wave is parallel to the front edges of the dihedral. Calculated values are provided by AIM [I], a
general-purpose moment-method code employing a "fast" solution technique.

(a) Monostatic RCS as a function of rotation angle; fre- (h) Monostatic RCS as a function of rotation angle: fre-
quency = 3 GHz. quency = 6 GHz.

Figure 7: Measured and calculated RCS of the dihedral as a function of rotation angle about the x-axis.
Calculated values provided by AIM [1]. Peaks of the cross-pol and co-pol RCS are within 5 dB of each
other.
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Radar Calibration at Low Frequencies Using a Triangular Trihedral Corner Reflector

C. Y. Shen
XonTech, Inc

6151 West Century Blvd. Suite 600
Los Angeles, CA 90045

In recent years, instrumentation radars have been widely used to make radar
reflectivity measurements or images. The usefulness of the data collected by an
instrumentation radar depends on the ability to accurately calibrate such a system (see
[1]). For most calibration schemes, measurements of a reference target are often used,
and the true radar cross section (RCS) and the polarization characteristics of such a
target must be known.

Simple geometrical objects, such as spheres, plates, or dihedral reflectors, are
often used as the reference target. An important reason for choosing these objects as
reference targets is that simple formulas are available for calculating their RCS in the
high frequency region. However, these formulas are known to become inaccurate in the
resonant or low-frequency region, and a different means must be found to obtain the
RCS of such targets.

Computational methods are natural candidates to be used to obtain the RCS of
reference targets. In particular, the integral equation technique has proven to be very
successful in calculating the RCS of different scatterers over a wide frequency range.
However, the integral equation technique places a heavy demand on the computer
resources and requires a careful numerical treatment of the singular nature of the kernel
of the integral equation. For a certain class of problems such as plates or corner
reflectors, these difficulties can be circumvented by exploiting the particular
mathematical structure associated with these problems.

Among some of the commonly used reference targets, the triangular-shaped
trihedral corner reflector possesses many desirable qualities:

1) It offers a large return with relation to its size, and this large return is
sustained over a broad range of aspect angles.

2) The polarization of the reflected wave is known to be the same as that of the
incident wave.

3) From the computational standpoint, a triangular trihedral corner reflector can
be treated basically as three mutually interacting triangular plates.

The first property mentioned above provides a greater tolerance to the calibration target
orientation. The last observation can be used in designing an efficient numerical
technique to solve the electric field integral equation (EFIE) associated with a triangular
trihedral corner reflector.
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Results and Discussion

A modular electromagnetic computation algorithm (MECA) is used to compute
the RCS of a triangular-shaped trihedral corner reflector of dimension 2.4384 meters
(see Fig. 1). The most important feature of this algorithm lies in the decomposition of
the dihedral corner reflector into three triangular plates S., j = 1, 2, and 3, and will be
briefly described below.

Suppose the surface current over S. is denoted by J.. Then the scattered field at

an arbitrary spatial point x due to the current J. can be symbolically written as- -j

ES(x) = L (Ji-) (x),

where L is a linear differential integral operator (see 12, eq. 1]). The tangential

component of Es to Si is given by

SEs = Lj) =i-i

where n. is the unit normal vector to S. . From the enforcement of the usual boundary

condition, the following EFIE can be obtained:

11~ 21  L31  1

L1 2  L2 2  L32  2 E()

L13  L23 L33  J3  = E( 3i)

In the above equation, ENi), J = 1, 2, and 3, denotes the tangential component of thei

incident field over S.. The above system of integral equations is in a format which can be

solved in an efficient manner on a parallel supercomputer.

Various tests have been conducted to validate the numerical technique and the
resulting computer code. An easy test is to blank out one of the three sides and to
reduce the target to a dihedral corner reflector. Results on dihedral corner reflectors
have been obtained earlier by the author [2] and can be used for comparison. Also, for
the present situation, the computed results should be the same regardless of which side
is blanked out. This symmetry property would indicate that the mutual interaction terms
were correctly modeled numerically. The code has produced extremely good accuracy in
this regard.
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As another test, an H-pol sweep (0 = 54.740, -180'• < < 1800) was made of
a rectangular dihedral corner reflector at 300 MHz. The dimension of the dihedral
reflector is 5.6088 wavelengths for all sides. A resolution of approximately 10 divisions
per wavelength was used in this calculation, and a logarithmic RMS error of -1.6 was
achieved. This result is presented in Fig. 2 , and it agrees well with the values given by
the high frequency formula.

A third test was made to test the convergence of the numerical method. The
RCS of a triangular dihedral reflector vs. the error is shown in Fig. 3. The incident angles

are wo = 450 and 6 = 54.740 , and the dimension of the corner reflector is 2.4384
meter for each of its three vertical sides.

Next, the numerical technique MECA is used to compute the RCS of a triangular
dihedral corner reflector of the dimension as shown in Fig. 1. RCS over a frequency
sweep from 100 MHz to 300 MHz was calculated at a look angle where the propagation
vector coincided with the unit normal vector n of the open triangular face (see Fig. 1). A
resolution of 15 divisions per meter and an error criterion of -1.8 were used in this
calculation.

For the purpose of comparison, the RCS was also calculated by using the high
frequency formula

47r a
4

The MECA-computed RCS and that obtained by the high frequency approximation are
both shown in Fig. 4. Note that the RCS fluctuates around the curve given by the high
frequency formula and that a deep null is present around 150 MHz. This result shows
clearly that the high frequency approximation is not valid in the resonat region. Fig. 4
should be used for any calibration references.
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Time Domain Analysis of Small Multi-Sector Monopole Yagi-Uda Array

Antenna Mounted on a Finite Ground Plane Using FDTD Method

T. Maruyarna, K. Uehara, T. Hori and K. Kagoshima

NTT Wireless Systems Laboratories. JAPAN

Summary: and fins.

This paper shows a time domain analysis, using the Kashiwa et at. [5] provided the time domain analysis of

FDTD method of the Multi-Sector Monopole Yagi-Uda a two element Yagi-Uda Antenna Reference [5]

Array Antenna (MS-MPYA) mounted on a finite ground compares the instantaneous distributions of electric field

plane. The MS-MPYA has an interesting feature. That intensity for two cases: the parasitic elements work as

is, we can sharpen the beams using the 4acent array the director and the parasitic elements work as the

effect if we set metallic fins between the arrays so as to reflector. However, no one has considered in detail the

hide the excitors. Without the fins, undesired radiation case of a multi sector Yagi-Uda antenna that consists of

causes beam division. To examine this mechanism, this many elements, a finite ground plane, and a reflector.

paper provides FDTD results for three types of Multi This paper considers, for the first time, the existence of

Sector Monopole Yagi-Uda Antenna: without adjacent reradiation from the aracent arrays in determining the

arrays, with a4acent arrays but without fines, and with final main beam pattern.
arrays and fins. Experimental andMOM results confirm At first, we compare the results of FDTD analysis.

the accuracy of the FDTD model. The transient solution MOM analysis, and experiments, and show that they

tells us that without the fins, the beams propagate in match very well which confirms the accuracy of the

three directions. Adding the fins, however, delays the calculation models Next. we show the radiation patterns

onset of reradiation from the adacent arrays as well as of the three models Proof is given that the model with

reducing the level of reradiation which suppresses beam fins and a2acent arrays achieves the sharpest beam width

division. and highest level of directivity. Next, we show the
Poynting powers transient solution of these three

1 . Introduction: models. Finally our conclusions are given.

The Multi Sector Monopole Yagi-Uda Antenna can

achieve the low profile multi-sector antennasft] ,[2] that 2.Antenna configuration and analysis models:

are needed for realizing high speed indoor wireless LANs. The MS-MPYA's antenna configuration is shown in

The monopole Yagi-Uda antenna is a surface wave Figure 1. This antenna consists of twelve monopole

antenna and offers a lower profile than is possible with Yagi-Uda array antennas. a cylindrical reflector, circular

comer reflectors. MS-MPYA is one third the height of ground plane, and metallic fins. Beam tilt is realized by

an ordinary three dimensional comner reflector antenna. the finite ground plane effect. One design goal is half

The multi-sector configuration sharpens the beam width, power beam width of 30 degrees in horizontal plane. The

so we can get same level of directivity but with a shorter antenna structural parameters are shown in Table].

amay than the One-Array model. The MS-MPYA sets These values are almost the same as those in reference

metallic fins between the arrays to suppress undesired [1;] the design conditions aem shown in Table 2. The

radiation from a4acent arrays. The fin length is FDTD analysis model is shown in Fig.2 and calculating

optimum when it just hides the excitors; lengths longer conditions are shown in Table 3.

than this recdce the level of directivity. A previous As the total size of the MS-MPYA is almost ten

study[3] reported these interesting characteristics as wavelengths, we reduce the analysis model to three

determined from Near field calculations based on arrays. The three artay model reproduces the adjacent

MOM[7]; mutual interaction, isolation, and poynting array effect and is adopted in MOM calculalionsil]. For

vectors were considered This paper, uses time domain MS-MPYA's main arra., the adjacent army effect is

analysis to examine MS-MPYA characteristics. Three dominant. The results of the model analysis well match

kind of models are examined- without adJacent arrays, those of an actual 12 sector array [1].
with adacent arrays but without fines, and with arrays We use Cartesian coordinates for FDTD analysis model
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shown in Fig.2. We paint white for perfect condhuctor Tablet Antenna structure parameter
shown in Fig.2. Fins and circular reflector are 1rmm Simbol namse
thick to mnatch the experimental antenna and the MOM -A :wavelength
analysis model for MS-MPYA[l]. As to the ground f 195~ :frequency
plane, its thickness toesn't have a significant effect so nl :12 :number ofsector
we set it to 0. We assume that the thickness of each r :4.9 A ground plane radius
element is virtually zero compared to the wavelength. sA :10 center space radats
Therefore, the c-direction electric field of each element is hr :0.39,A reflector height
set to 0. Please note that the elements in Figure 2 sree
drawn proportionally larger than their teat size for better Ir :0.52,A :fin length

understanding. Generally speakcing, the difference in the 60 :0.392A space betsween reflector

height of the Yagi-Udh antenonas elements is almost and element #1

1/200 wavelengths. If we tdefine the unit cell length to do :0. 31 A :pitch between elements

be 1/200 wavelengths, the memory required and #1 :excitor

calculation time would be excessive. To simplify' #2 :director

FD'T) calculations, we use the cell dimensions shown .. k

in table3. For FDTD calculations the MS-MPYA is fed k 9 arrayqrnumtber

at #1 element of the center attny with a Ganssian pulse hi :height of elements

voltage, hl 0.209 P.] :3.3 [mm]
h2..h4 0. 193 [XJ :2.97[ mm]

Z 6 p hS..h9 0. 171 [1L] :2.64 [mm]

X -`J Table 2 Design condition

\ /Cyidia relco HPBW in H-plane 30'
Tilt Angle in V-plane 15' -- :-:920'

Front to Back ratio ~ 2OdB
2St h Directivity l5dBi

.... I Isolation k 3ClB

Moonop le Yagi-Uda Ground planie
array

2r
(a) General view

adao nMetallic fin

Rdao Director

2Ground plane

(b) 3 array configuration

Figure 1 show MS-MPYA antenna structure. Figure2 Analysis model
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Table 3 The calculation condition Next, to examine the a4acent arrmy effect, the radiation
pattern in horirontal plane of the three models were

determined and plotted in Figure 5. We can see that the
Coordinate Cartesian a4acent arrays sharpens the beam width if the metallic

number ofcell 157 X213X209 fins are present. The largest beam width is seen without

Cell dimensions ,x=0.66mm.,Zy=0.66mm, the fins. This is same phenomenon with shown in

cz=--0.33mm reference [1],[3] that calculated by MOM

ABS Second Order Mur Absorbing The radiation patterns in the horizcontal plane of these

boundaries three models at three frequencies are shown in Figure 6.

time step 12000 Comparing Fig.6 (b) to Fig.6 (c) shows us that adding

side arrays sharpens the main beam Comparing Fig.6

3 Calculation result (a) to Fig.6 (b) shows that the fins suppress undesired

3.1 Basic characteristic of MS-MPYA side lobes. These phenomena match the MOM results of

Figure3 compares FDTD analysis, MOM [1), and our previous studies [1], [2], [3].

experimental results on the radiation pattern in the
horizontal plane for the MPYA with fin and with

adacent arrays (same as in Figure 2). MOM results 0
follow those in reference[l]. Figure 3 shows that the
FDTD analysis results well match the others in terms of 1
main lobe and back lobe. Only side lobe direction shows -
a slight difference; this is because MOM calculations a

considered element radius but FDTD did not. Another 0

reason is because element height in the FDTD analysis .-10
0

model was somewhat coarser than in the MOM model. "
t5

Reflection Power vs. Frequency is shown in Figure 4.

At the desired frequency; 19.5GH7, the Reflection Power a): 5

was almost 15dB. Figures 3 and 4 confirm that the

FDTD model of MS-MPYA is accurate. -20

, X 15.0 17.0 19.0 21.0 23.0 25.0
Frequency (GHz)

30 0 330 Fig.4 FDTD Calculation Result Reflection Power vs

60 300 FOTD Frequency

"Y - MOM 0

90 270 ------- Experiment 0 __2

120 • _ 40 ".,_5-
"-6 with fin 3array model
210 6 with fin larray model

0 20 2-40 [dB]-8 without fin larray model
1tO
-40-35-30-25-20-15-10-5 0 5 1015 202530 3540

Fig.3 Comparing result of two kind of numerical (D [deg]
calculation result; using FDTD and MOM, and Fig.5 Radiation pattern in Horizontal plane

Experimental Result method of MS-MPYA about

Horizontal plane radiation pattern. This antenna structure

is with fin and setting adjacent arrays model.
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Fig.6 Radiation pattern in Horizontal Plane of x 20

three array model.

3.2. Transient solution 0
To understand how the metallic fins and adjacent

arrays influence antenna performance, Fig 8. shows the -07
transient solution of the three models. The Poynting 00 60 40 20 0 .20 -40 -60 -00

powers are those on the X-Y plane placed 1.32mm Y [mm]
above the ground plane. The analysis space and (b) with fins 3array model
coordinates are shown in Fig.7. Transient solutions at
five times (286.9ps, 477.6ps, 954.2ps, 1431ps, andlgl2 af "s
ps) are shown in Fig.8 to Fig.12, respectively. The 3 E
array model without fins exhibits reradiation from - 60

adjacent arrays at 286.9ps while the other two models
shown no such effect even up to 477.6ps. At 95

4
.
2

ps,
the response of the 3 array model with fins differs from 40

that of the 1 array model with fins. From this time, we
find that the 3 array model with fins exhibits some 20

slight reradiation from adjacent arrays. These results
indicate that the fins delay the onset of reradiation from 0
adjacent arrays. An examination of the field strength
indicates that the fins also weaken the side lobe levels. .

00 60 40 20 0 -20 o -0 -60 -80
Y [mm]

(c) without fin 3array model

Fig.7 Antenna Configuration and Coordinate in X-Y plane that is
made at 1.32mm above of ground plane l;Anayc space

69



S 80 " •80""

60 60

40 40

X21 20

0 0

.20 ... ... ... ...- 20
80 60 40 20 0 -20 -40 -60 -80 80 60 40 20 0 -20 -40 -60 -80

Y [mm] y [mm]

(a) with fins I array model (a) with fins 1array model

80 E 8o

60 60

40 40

X20 20

0 0

-201 . .

4 80 60 40 20 0 -20 -40 -60 -80

y [mm] Y [mmi
(b) with fins 3array model (b) with fins 3array model

80 80

60 06

40 40

20 X 20

0 0

-20 -- 0[
8 5

80 60 40 20 0 -20 -40 -60 -80 0 0 0 -20 -40 -60 80

Y [mm] y [mm]

(c) without fin 3array model (c) without fin 3array model

Fig. 8 Instaneous distributions of poynting power Fig. 9 Instaneous distributions of poynting powe
of t=286.9ps of t=477.6ps

70



E E

40 8 0 0 0 4 6 0 400 60 4A00 0 4 0 8

80 60 40 00 0 -20 -40 -60 -80 00 6'0 40 20 0 -2'0 -40 -60 -80
(b ih is [mm] y [mm[

3a ih is1array model (b) with fins Iaarray model

80 60 4400 -0 4 6 8 0 60 4 0 0 -5 4 6 8

y [mm] Y [mm]
(c) withou fins 3array model (c) withou fins 3yarray model

FE.10 8n0nosdsrbtoso onigpwr Fg 1 ntnosdsrbtoso onigpwr~

of- t=5.so0 =141p

4C 471



E - ®r 5 Conclusion
E This paper showed the results of a temporal analysis of

60 - the Multi-Sector Monopole Yagi-Uda antenna by the
FDTD method. The analysis results well match with the
corresponding experimental and numerical results The40 transient response shows the different responses of three
models: 3 array model without fins. 3 array model with

2o- fins, I array model with fins. Setting metallic fins
- between the arrays, appears to interfere with the

o -establishment of reradiation from the adjacent arrays.
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Abstract
The antenna input admittance in lossy media is computed by FDTD method. The Ideal Absorp-
tion Condition, an extension of Perfectly Matched Layers (PMLs), is used to confine the lossy
media with the same advantages of PMLs. The calculated results are compared with existing
experimental results. A good agreement is found. Results for a mobile antenna are also given.

Summary

Antenna performance in lossy media is of interest, because antennae are used in many lossy
media, for example, undersea and underground etc. Various methods have been developed for
theoretical analysis of the antenna performance in lossy media. However the analytical solution
is rather complicated even just for the dipole antennas [5]. In this paper, we use FDTD method
to solve the problem. In order to confine the computation lossy area, we use a new absorb-
ing boundary, an extension of the Perfectly Matched Layers (PMLs) [1], the Ideal Absorption
Condition (IAC) [2] [3] which is based on the equivalent constitutive parameters. If (E,, H,)
represent the fields in the original lossy media and (E,, H,) represent the fields in the equivalent
media, the relationship between (E,, H.) and (E,, H,) is given by:

E3 = VXE 3 , H 3 = f/A4-7H (1)

where A = 1 -jPe, A- = 1 - m, Pc =p, is the electrical loss tangent and p- = ,, is the
magnetic loss tangent. The formula (1) can be written in the following form:

EB = (C% + jCfjlE,, Hg = (CW + jCl')HC (2)
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2r

Dipole Antenna Mobile Antenna

Figure 1: Geometry of Dipole and Mobile Antennae.

Table 1: The parameters of dipole antenna

Frequency =1.5 GHz h =50 (mnm) r = 0.266 (mam)
cell sizes = 2.<5 (mam) total cell number =60x6QxS0 time steps = 800

where

CR- ~ ~ ~ Zý 7(~~ (~~

___+____ ! •p -1c•=V• • ' Cr 2(lqp7) (4)

We use the above formulae to obtain the fields in the original media from those in the equivalent

media.

The modelling results are given in the following.
Input admnittance of dipole: The dipole antenna is shown in Fig.l. In order to include

the effects of the relatively small radius of wire antennas. the magnetic fields surrounding t.e

electric field components along thte wsire were treated by the method explained in the reference
[4]. The parameters of the dipole are given in Tablees. Thle source is the Gatssian pulse source

voltage V(t) as shtowen its Fig.2, which is represented by E component with oneQ cell length along
the wire axis at the middle of dipole antenna. Th0e voltage source is used throughout in t(
numerical impedance calculations. Whet compared with the experimental results [5=. we see t8le
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Figure 2: The Gaussian voltage used in FDTD method for mobile antenna
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-2 Im(Yin) by FDTD ....

- Re(Yin) by experiment 0
-3 -Im Yin by experiment +
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Figure 3: The input impedance of dipole antenna in lossy media

Table 2: The equivalent constitutive parameters for dipole

a (S/m) -9 (S/i) ao (f0/m) E. (F/m) p•1 (H/m)
0.0 0.0 0.0 8.85e-6 1.256e-

0.0552 0.0328 3735.435 9.28e-
2  

1.32e-6
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Table 3: The parameters of mobile antenna

Frequency = 1.5 GHz
a =60 (rm) b = 10 (mm) c = 50 (mm)
w = 30 (mm) h = 50 (mm) r = 0.5 (mrm)
cell sizes = 2.5 (mm) total cell number = 60x60x60 total time step = 2400

Table 4: The equivalent constitutive parameters for mobile antenna

a (S/m) 9a (S/r) o'n (fl/ m) e9 (F/r ) p0  (I/no)
1.0(7- 5.0 e-7 7.1e - 8.85-. 1.256 -6

5.0e-2 2.402e-2 3.409c3 9.21e-1 1.307,-'

FDTD modelling results agree very well, as shown in Fig.3 where

TV 2

and A is the wavelength and p, is the electrical loss tangent. Table.2 gives the equivalent
constitutive parameters related to different conductivities a in lossy media

Mobile antenna: The geometry of mobile antenna is shown in Fig.t. A monopole an-
tenna is connected to a conducting box and fed at the junction between the monopole and the
box. The parameters for FDTD calculation are given in Table 3. We are not aware of any
experimental data for the mobile antenna in lossy media. However, in the lossless media, the
agreement between the FDTD calculations and experiment results obtained from [6] is quite
good. The equivalent constitutive parameters for a = 1.0-l(S/rm) media are similar to the
constitutive parameters in lossless media. Table.4 gives the equivalent constitutive parameters
related to different conductivities a in lossy media Fig.4 shows the transient currents calcu-
lated by FDTD method with IAC. Although the variation of currents with time in different lossy
media is similar, the amplitude of current in a = 5.0-

2
(S/e) medium is much less than that

in a = 1.0-'O(S/m) medium. The same phenomena are observed in the impedence calculation
results shown in Fig.5. The absolute values of Re(Zi,) and Im(Z,,) in a = 5.0-

2
(S/mn) medium

is much less than that in a = 1.0-'
0

(S/m) medium.

Conclusion: The FDTD method with IAC has been used in time lossy" media to analyze the
antenna performance. A good agreement is obtained with the available experimental data Re-
sults for a mobile antenna are also given.
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Figure 4: The transient current on mobile antenna excited by Gaussian voltage in lossy media
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Figure 5: The input impedance of mobile antenna in lossy media
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Far-zone transformation in FDTD for VHF-band SAR-image
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1. INTRODUCTION

The CARABAS-II radar system is an airborne synthetic-aperture radar (SAR) which operates in the
lower VHF band (20-90 MHz) using horizontal polarization on both transmit and reception. It has
mainly been designed for foliage penetration and detection of concealed man-made objects [1]. The
choice of frequency and polarization is dictated by the fact that a typical tree is vertically-oriented and
has a trunk diameter of a few decimetres, whereas the size of a typical man-made object is a few meters
or more. Hence, by choosing a wavelength matched to the object size and horizontal polarization
ensures both low attenuation and backscattering by foliage and large scattering cross-section from man-
made objects. In addition, the incidence angle is chosen to be small or intermediate (< 60*) to avoid
reflection-interference from the ground which otherwise tends to cancel the returned signal from low
objects. Due to the relatively long wavelengths (3-15 m), it is clear that the spatial resolution needs to
approach the fundamental wavelength limit in order to resolve man-made objects from foliage and
other background objects. These requirements together lead to the design of an ultra-wideband SAR
system operating in the lower part of the VHF band.

It is important to theoretically study the radar cross section (RCS) of different types of targets in
order to understand system performance. In particular, trihedral retroreflectors are used for system cali-
bration. For this purpose an FDTD-code has been developed for simulation of far field scattering of
objects above a dielectric ground. The advantage of using FDTD is the capability of obtaining results in
a broad frequency band, which reduces computational efforts. Also useful is the capability to model
complex objects with dielectric properties. By using far-zone transformation in FDTD the scattered
field at large distances can be found either in the time domain or in the frequency domain [2]. When the
scattering object is placed on an infinite dielectric ground plane the transformation procedure becomes
more complicated. We solve this problem by using the reciprocity theorem as described in [3]. In addi-
tion to the far-zone transformation, the incident field must be created either by using the scattered field
formulation or the total field formulation [2]. The total field formulation was chosen since it only
requires source terms at a Huygen's surface [4] surrounding the object, while the scattering field formu-
lation requires source terms at every field component where material exist [2]. The latter can be time
consuming if large dielectric objects are studied.

Traditionally, far-zone transformation is performed by integrations of the equivalent currents on a
single surface where either the magnetic or the electric fields are spatially averaged, due to the spatial
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shift between the E- and H-fields in FDTD. We use a different approach where the equivalent currents
for the far-zone transformation are the same as those derived for the Huygen's sources in [4], whereby
no averaging is necessary. It will be shown that this method is also more accurate than the averaging
method, especially if the wavenumber is compensated due to numerical dispersion. The accuracy of the
transformation routine is demonstrated for some simple objects and an example of image formation
using the CARABAS-ll system is presented.

2. NEAR- TO FAR-ZONE TRANSFORM

A description of the free-space version of the near- to far-zone transform used in this study has been
reported elsewhere [5]. The derivation below is slightly different from [5], in that it is not restricted to
the free-space situation. The far-zone transformation can be derived in various ways. Below we will
derive it from the reciprocity theorem, utilizing the source currents derived in [4]. Within a volume V,
assume that the sources Ji and Mi give the fields Ei and Hi and that the sources J, and M, give E, and
H.. Then according to the reciprocity theorem [6]

fff (E, . J- H, . M,)dv = fff (Ei- J,- .Hi M(IV
V V

where the currents Ji and Mi may be equivalent sources on a surface S that reproduces fields Ei and Hi
inside this surface. It is also assumed that the sources creating E, and H, are inside S. Before converting
this into the equivalent numerical equations for FDTD, it is useful to recapitulate the derivation of the
equivalent source currents derived for the Huygen's sources in FDTD. In [4] this is done by defining
two closed surfaces in the FDTD-lattice, one outer surface spanned by tangential H-fields and one inner
surface spanned by tangential E-ficlds. In a rectangular FDTD-lattice these two artificial surfaces form
two cubes, separated by a half cell-size. In [4] it is shown that the equivalent source currents that repro-
duces the fields inside the surface S, and zero field outside S, can be written as

Sh s
Jise h x Hi ,sh -h x E,JiM= H. = As (2)

As I As

where h is the surface normal pointing into the volume, i.e. into the region where the fields are non-

zero, and As is the cell size in the h -direction. It is important to note that the electric source currents
appears on the surface of tangential E-fields (denoted S,) since they are sources for the electric fields,
but they are computed on the surface of tangential H-fields (denoted S1,), at the H-fields' time step. Vice
versa holds for the magnetic source currents. Converting the left side of equation I into its numerical
equivalent and using equation 2, the following equation can be derived:

Sh Sh s,
2.[E,'. (h x H )+ H, .(AXEx )]AS = (3)
S

•.,t S Sh S5  Se
- E'[E' (hAx Hs )+Hi ( h x Es')]AS

S
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where the summation over S denotes the summation over all indices of tangential electric and magnetic
fields on the two surfaces Se and Sh in the FDTD-lattice. By inspection it can be seen that the RHS of
eq. 3 corresponds to the RHS of eq. 1, if the currents Ji and M, are defined analogous to eq. 2, but with
h pointing out of the volume. In this case i, and M. are the equivalent source currents that reproduces
the fields Es and Hs outside S and zero fields outside S. Thus, eq. 3 can be regarded as the FDTD-ver-
sion of the reciprocity theorem. If ,i and M. are calculated using averaged H-fields (or E-fields) the
FDTD reciprocity theorem will not hold. To simplify the derivation below it is assumed that the scat-
tered fields on the surfaces have been transformed into the frequency domain by an FF1 or DFr. The
derivation is similar to the one described in [3]. By keeping the RHS of eq. 3, replacing the LHS with
the original volume integral in eq. 1 and letting the original current source It be a test current consisting
of an electric dipole on a position far away outside S, it can be shown that

r lk- s sH sh s,

Efz(r) = iz- [E . (h ×( (4)
S

where Esft(r) is the electric field parallel to the dipole in the far-zone, at distance r from the scattering
object, 1 is the free-space wave impedance and k is the wavenumber. it is normalised to give an incident

field of 1 Vim at the scattering object. The fields Et and H~t in eq. 4, created by J1, can either be the
sum of the incident and reflected fields above a dielectric ground or the refracted fields below the
ground. If no ground is present Ets and HSh at the surfaces Se and Sh are simply

Se -ikr+ik(P -r,') sh 1 -ikr+ik(5 -rh')
E, = Ee ,H, = (kXE) -e (5)

where re' and rh' are the position vectors to the Se and Sh surfaces respectively. By choosing the dipole

to be parallel to either of the unit vectors 0 or •. eq. 4 can then be rewritten to

ke-ik~sI^ Sh ik(P -.re') Se k'r'

= -ik ikr[ (A x H, )ile -0 - . (h x Es )eikr . FAS

S (6)

E -z kikr r Sh ik( re') . S, ik(r,, ry')Efz-t r2sL •(× Hs )?Ie + 0 - (A x E,' )e ikr-r)AS

The important difference between eq. 6 and the traditional FDTD far-zone transformation is that the
summation of the fields in eq. 6 is done over two surfaces where the phase factor multiplied with the H-
field is evaluated at the position of the E-field a half cell size away, and vice versa for the E-field. Since
the summation is done over two surfaces with the position vectors r' switched, the transformation pro-
cedure is called a "mixed" surface transform. In [5] it is shown that this transformation gives more
accurate result than the traditional transform using averaged fields, and that it can be even further
improved if the wavenumber k occurring in eq. 6 is compensated due to numerical dispersion.
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3. VALIDATION

In order to verify the improvement of the far-zone transform it was applied on a plane wave propa-
gating through the computational volume with no scattering object present. Since the scattered field is
zero this far-zone transformation must result in a zero field in all directions, but since FDTD is suffering
from numerical dispersion the result will not be exactly zero. In Fig. la the scattering cross section of
an empty 30x30x30 cells volume is shown both for the mixed surface transform and for the single
(averaged) surface transform. If the transformation is made in the frequency domain it is also possible
to compensate for numerical dispersion [5], which is done for the mixed surface transform. As seen
from the result the mixed surface transform yields much lower RCS than the single surface transform.
Figure lb shows the result of the bistatic RCS of a circular disk at 2 GHz (15 cells/wavelength). The
disk with a radius of 20 cells (dx=lcm) was illuminated with normal incidence from 0=180°. These
results are compared with the exact solution (series solution).

RSC of Disk at 2GHz

10

-- FDTD-mins na't

dBm2 Plane wave DER
903a0 direction s

120 60

210 330

270
RSC of Empty space at 2GHz -15

-200 20 40 60 80

a b

Figure. 1. FDTD-RCS calculatiomns of a) Empty space. The arrow show s the direction of the incident plane wave
(0=45%0=0'). The bistatic RCS is shown in the X-Z plane. b) Circular disk. plane wave incidence from 0= 180". The cell
size was Icm in both cases.

In order to validate the FDTD-code for scattering of objects above a dielectric lossy groundplane.
comparison with NEC-3 was done. One of the calibration objects, a 5 m triangular trihedral was mod-
elled using FDTD and NEC-3, the latter with the Sommerfeld solution. The results can be seen in Fig-
ure 2. As seen from the figure the NEC-3 Sommerfeld solution and the FDTD-solution agrees well.
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Figure. 2. Comparison between NEC-3 and FDTD. The incident angles are 0=55.9%, 0--202.3" and the polarization
angle is 31.1=. For NEC, the segment length was 20cm and the wire radius lcm. The FDTD cell size was 10cm. The tri-
hedral was placed 10crm above the ground (e,=10, r---0.01 S/n).

4. IMAGING PRINCIPLES OF CARABAS-IH SAR

The basic imaging geometry is shown in Fig.3 with the antenna and airborne platform moving along
a nominally straight flight track. The antenna is designed to illuminate a half-plane to either the right- or
left-hand side of the flight track. A number of coded pulses are transmitted at each indicated position
and the returned signals as a function of delay time are recorded and stored. After decoding of the pulse
returns, the returned signal equivalent to a transmitted short pulse is obtained. A particular target will
thus appear at a given delay time corresponding to the slant range (distance) between the antenna phase
centre and the target. As the platform moves, the slant range variation is hyperbolic. Each target on the
ground surface has a unique hyperbola which is used to "focus" the target at the vertex during image
formation. In practise, the returned signals are only acquired out to a maximum slant range and along a
finite flight track ("synthetic array") which define the minimum and maximum Doppler cone angles as
illustrated in Fig. 3.
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Figure. 3. Illustration of the SAR imaging geometry.

5. IMAGE FORMATION

SAR image formation is accomplished by processing the acquired radar data using timc- or frc-
quency-domain signal processing algorithms. The particular choice of algorithm is dependent on a
number of trade-offs related to system, processor and required image quality parameters. Common to
all algorithms, however, is that the support of the resulting SAR image spectrum is confined to an annu-
lar segment as illustrated in Fig. 4. Each point in the spectrum is uniquely defined by its polar coordi-
nate (2KP), i.e. directly related to the transmitted frequencyf = cK/,2e and the Doppler cone angle ý
[7]. The image spectrum for a particular target can thus be determined from knowledge of the scattering
amplitude over the relevant frequency band and Doppler cones angles.

kky

Figure. 4. SAR transfer function after image formation. The frequency domain support is confined to an annular seg-
ment defined by the min. and max. transmitted frequency and Doppler cone angle.
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6. SAR IMAGE RESPONSE OF CALIBRATION TARGETS

A major problem when attempting to calibrate an ultra-wideband and widebeam SAR system such
as CARABAS-JI is to find suitable calibration targets. In an earlier study near-resonant horizontal
dipoles at a variable height above ground where used for this purpose [8]. This configuration was quite
useful for calibrating sub-band images but the large variability of the radar-cross section with frequency
inhibited full-bandwidth calibration. Another candidate target for calibration purposes is the triangular
trihedral. The FDTD algorithm has been used to compute the scattering matrix for a 5-m trihedral
placed on ground (Er = 10, a = 0.01S/m). The scattering amplitude as a function of frequency and Dop-
pler cone angle is computed assuming that the antenna is a wideband dipole and the zero-Doppler fre-
quency incidence angle is 60'. The result after interpolation to the image spectral coordinates (kxky) is
shown in Fig. 5. We assume that the processing uses Doppler cone angles in the range 45'-135*, i.e. an
aperture angle of 90', and frequencies in the band 20-90 MHz. A compensation for the range-spreading
loss in the radar equation is also included. In this case, the radar-cross section increases with frequency,
reaches a maximum of 28 dBm 2 at 90 MHz and il = 90%, and has a dynamic range of about 20 dB. The
reduction for lower frequencies and non-zero Doppler frequencies is mainly caused by cancellation due
to ground reflection interaction. The SAR image is obtained by inverse Fourier transformation of the
image spectrum which is shown in Fig. 4. Measurements of the spatial resolution between half-power
points gives 2.6 x 1.4 = 3.5 m2, and the peak sidelobe ratio is -12 dB. These values can be compared
with an ideal point target, i.e. with no amplitude or phase distortion, which give a spatial resolution of
3.1 m2 and a peak sidelobe ratio of -16 dB. The broadening of the resolution is mainly caused by the
amplitude distortion, whereas the increase in sidelobe ratio is mainly due to the phase distortion.

7. CONCLUSIONS

The FDTD near- to far-zone transformation in free space or above a dielectric lossy ground has
been improved. The FDTD-method has been used to assess calibration targets for the CARABAS-II
system, where in particular scattering from large trihedrals has been studied. In conclusion, the 5-m tri-
angular trihedral is found useful for system calibration across the full bandwidth and beamwidth of
CARABAS-II. Only at the low frequency end (< 30 MHz) does the radar cross section fall considerably
due to ground interaction and will limit the calibration accuracy.

Figure. 5. Simulation of the image spectrum of a 5-m triangular trihedral on a dielectric ground surface. Transmitted fre-
quency band is 20-90 MHz and Doppler cone angles cover the range 45%-135*.
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Figure. 6. Image amplitude response corresponding to the spectrum in Fig. 5. Rectangular 3 dB resolution is 3.5m
2 

and
peak side lobe ratio is -12dB.
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FDTD SIMULATIONS USED TO CORRECT FOR
GROUND EFFECTS IN AIRCRAFT TESTING

GOran Eriksson and Ulf Thibblin
Ericsson Saab Avionics AB, Electromagnetic Technology Division,

S-581 88 Linkiping, Sweden

ABSTRACT

During so-called LLSC (Low Level Swept Coupling) tests, induced currents on cables inside the aicraft
are measured while it is illuminated from the outside by electromagnetic radiation. To correct for the
fact that LLSC tests are performed with the aircraft on ground, while the quantities of interest are the
induced cable currents under free-flight conditions, the so-called compensation (K) factor method has
been developed at Saab AB and Ericsson Saab Avionics AB. By comparing measured surface current
densities during the ground testing and numerically computed surface currents in free-flight, a fre-
quency-dependent compensation factor K(f) can be determined. The measured currents on internal
cables are then multiplied by this factor, yielding the currents which would be expected during free-
flight illumination. The computations of the surface current distributions are performed using the classi-
cal FDTD method. It is demonstrated that, compared to the method of applying a constant safety mar-
gin for all frequencies, the method may provide considerable savings.

1. INTRODUCTION

Since modern aircraft, both civil and military, depend heavily on safety critical electronic systems for
stearing, engine control, navigation, communication, etc., the issue of protection against interfering
electromagnetic radiation is of highest priority. Apart from natural sources of electromagnetic energy,
such as lightning discharges, the steadily growing number of different kinds of radar and radio transmit-
ters has in this respect become a considerable problem. This has resulted in requirements that aircraft
have to be certified for incident electrical field strengths of several hundreds of volts per meter. During
so-called LLSC (Low Level Swept Coupling) tests the aircraft is illuminated from the outside by elec-
tromagnetic radiation while at the same time the induced currents on internal cables are measured.
These currents are then compared with those current levels which are defined as the highest acceptable
with respect to their interference with connected electronic devices. For practical reasons, during the
test the illuminating electromagnetic field strength is an order of magnitude lower than the threat level
and hence the measured currents are scaled linearly to correspond to the real threat. The frequency
range covered by the LLSC tests is 10 kHz - 400 MHz (for even higher frequencies only local illumina-
tion of possible penetration apertures is required). Finally, it is important to have in mind that the many
resonances caused by the internal and external structure generate a highly complex response, implying
a need for very good frequency resolution.
The actual threat situation is defined as an aircraft in free-flight illuminated by an approximately plane
electromagnetic wave. The LLSC test, however, is performed with the aircraft on ground and the elec-
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tromagnetic radiation generated by an antenna in its vicinity, see Fig. 1.

Illuminated aircraft in free-flight

LLSC test

Figure 1. The threat situation and the test setup.

Obviously, the test and free-flight situations are not identical. For instance, induced ("mirror") currents
in the ground and other conducting objects in the vicinity distort the field pattern and, in particular for
lower frequencies, the field may deviate from that of a plane wave. Moreover, illumination from below
and above is not possible, unless the aircraft is lifted and tilted. A simple way of taking these effects
into account is to multiply all measured cable currents with a constant factor. However, since the test
setup effects are strongly frequency-dependent, this may lead to a situation where the aircraft becomes
over-protected within some frequency intervals. In order to optimize the protection measures, the com-
pensation (K) factor method [1,2] has been developed by Saab AB and Ericsson Saab Avionics AB.
Here, the measured cable currents are multiplied by a frequency-dependent function K(f), which is
determined from a comparison of the exterior surface current densities induced during free-flight illu-
mination and the LLSC test. The method relies on the assumption that the electromagnetic field penet-
rating into the interior of the aircraft through small apertures, seams, etc. is approximatively
proportional to the induced surface current density (without the apertures present). This assumption is
supported by theory as well as by experimental results [3]. Consequently, the compensation factor K(f)
is defined as the ratio between the surface currents in free-flight and in the test setup (at the same inci-
dent field strength). Since the free-flight currents cannot be measured, they are calculated numerically.
This is done via FDTD simulations [4,5], where the mesh describing the aircraft is automatically gene-
rated from a CAD model. As is shown below, a detailed analysis of the method provides support for the
use of a single function K(0, at least for the test setup used today.

2. THE NUMERICAL SIMULATION TECHNIQUE

Starting from a CAD model of the two-seated Saab JAS 39B Gripen fighter aircraft, the commercial
software FAM was used to generate a Cartesian FDTD mesh with 9 cm unit cell size, see Fig. 2.
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Figure 2. The mesh of the Gripen aircraft.

For these simulations a computational box consisting of 177 x 107 x 54 unit cells was used. Further-
more, the incident plane wave was generated on a Huygen's surface [4] and the outgoing radiation was
taken care of by an eight-layer perfectly matched layer (PML) absorbing boundary condition [4]. A

time step At = 1.70x1lo0-s was chosen to satisfy the CFL criterion for numerical stability. Finally,
with the spatial resolution used here, waves with frequenciesf< 300 MHz are expected to be well des-
cribed. Using the FDTD algorithm, where the time evolution of the electromagnetic field is followed,
the aircraft is illuminated from different angles by a plane wave having a Gaussian puls shape which
contains all the frequencies of interest. After making a Fourier transform, the frequency domain
response is obtained.

3. THE K-FACTOR METHOD

As mentioned above, what is needed in order to transform the induced cable currents during testing to
those expected during free flight is thus the ratio between the surface current densities (for the same
incident field strength) in the two cases [ 1,2]. However, the exact definition of the single function K() is
not self-evident, since the angle of incidence and the polarization of the plane wave can vary. Also, the
surface current density varies along the surface of the aircraft.

So, in order to find a suitable definition of K(t), a limited number (5) of representative points on the air-
craft surface are chosen. At these positions the surface current density JLSC is measured during the
LLSC test and, in parallel, the corresponding surface current densities Jff are calculated numerically for
the free flight situation. With ELLSC and Effbeing the corresponding electric field strengths (without the
aircraft present), a compensation factor Kmji(f) is defined as a function of frequency f for each point of
measuring (m = 1, ...,5), surface current component (i = 1,2), and incident wave (i = 1 ... , 6):

Jyi~) f/Eff (1)
Kmji(f) =JLLSC/ELLSC

A single, global compensation factor K(j) is then formed, a procedure that will be discussed below.
Assuming that the penetrating field, and consequently the induced cable currents, is proportional to the

89



surface currents, the free-flight cable current Ifis consequently found from

Iff = (xK(f)ILLsC, (2)

where ILLS( is the measured LLSC cable current and ox is the scaling factor up to the threat level

It is, at this point, not obvious that a single function K(f) can be defined, such that it with an acceptable
degree of accuracy can be used to represent the situation at all points on the aircraft surface and for all
possible incident waves. If such a function cannot be defined, the situation will become very complica-
ted. In order to study the statistical properties of the 60 individual K-factors defined in (I), let us plot
the maximum, average, and minimum values as functions of frequency. This is shown in Fig. 2.
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Figure 2. Maximum, average, and minimum values of the 60 K-factors defined in Eq. (1).

From this figure a number of observations can be made. We see that the maximum envelope K,,,, is

roughly a factor 10 larger than the average <K>. Having in mind that the relative standard deviation is
2-3, typically, this means that choosing K(f) = K,,• would result in compensation factors too large to be

of practical use. This is also true taking into account the fact that some of the rapid and strong oscilla-
tions seen in Fig. 2 do not necessarily represent the effects of the test setup; instead they may originate
from the different resolutions and accuracies of the measured and computed surface currents. Clearly.
some, but not all, of these unwanted oscillations disapear during the averaging process. Also, since all
the three curves in Fig. 2 have the same slow frequency dependence, it seems likely that it indeed repre-
sents the effects of ground testing.
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We have seen that the relative standard deviation taking all the 60 K-factors into account is typically 2-
3. A question of particular interest is whether the K-factors differ between the different probe positions
or not. If they do, a single function K(t) cannot be used for the whole aircraft. In order to investigate
this, let us plot the separate K-factors for the five probe positions. This is done in Fig. 3, where each
curve is calculated as the average over the two orthogonal current directions and the six incident waves.
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Figure 3. Local compensation factors for the five different probe positions.

Also here the relative variation is seen to be of the order of 3, i.e. 10 dB. Having in mind that the total
error introduced in the measurement and computational processes is roughly of the same size, we can
draw the conclusion that a single K-factor, preferably defined as the average (1), can be used to repre-
sent the whole aircraft and every possible illumination within reasonable accuracy.

4. FURTHER IMPROVEMENTS

In order to avoid the unwanted rapid oscillations due to the resolution differences between the measure-
ments and the simulations, the next step is to develop a fully numerical model of the test situation as
well. The K-factors could then be determined by simulations alone, thus making it possible to further
reduce the (expensive) time needed for the test. With a detailed model of the test setup it would also be
possible to study the importance of the electromagnetic properties of the ground and the deviations
from an exact plane wave illumination. Moreover, the K-factors could be calculated for any angle of
incidence, including those corresponding to illumination from above and below.

91



5. SUMMARY

Using measured and computed data for the Saab JAS 39B Gripen aircraft as an example, we have
demonstrated that the expected induced cable currents during illumination in free-flight can be found
from those measured in the LLSC test setup by multiplying the latter with a frcquency-dcpcndent com-
pensation factor K(j). This function is preferably defined as the average of all the individual K-factors
given by Eq. (1), with the average taken over all probe positions, surface current directions, and incident
waves. It is shown that the error introduced by using a single K-factor is of the same order of magnitude
as those introduced by other sources. Clearly, the consequent use of K-factors gives a more detailed
description of the unwanted effects from the test setup and may therefore be exploited in the optimiza-
tion of the protection against electromagnetic threats. In particular, it may be used to reduce the require-
ments within certain frequency intervals.
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Validation of FDTD-Computed Handset Patterns by Measurement
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Abstract-This paper compares the radiation patterns of a portable radio handset at 850 MHz in free
space with those of the radio operating near box and sphere models of the head. The patterns are
computed with the finite-difference dtm-domain method, using measured parameters for the liquid
representing the brain. The head is found to introduce considerable changes to the radiation patterns,
especially for directions where the head lies between the handset and the receiver. The computed
radiation patterns are validated in this paper against measured patterns. Excellent agreement is found
for the handset alone. The agreement is good for the handset'and head models, with some differences
in the minima of the radiation patterns, particularly for the sphere head. These may be due to the
styrofoam-and-fiberglass-boks mounting jigs, not included in the FDTD models, or to the cubical cell
approximation of the shape of the heads. z

Introduction
The finite-difference time-domain method has been used

extensively to evaluate the radiation patterns and near fields of a

portable radio handset operating near a representation of a human
head, for example in Refs. [1] to [4]. The head is a complex three-
dimensional structure made up of high-permittivity, lossy dielectric
materials and as such is a challenging computational problem. A
realistic head phantom is difficult to construct physically and complex
to represent in terms of FDTD cells. This paper deals with simplified
heads that are easy to build and straightforward to model with FDTD,
as a preliminary step to studying a full head phantom. The "box
head" is a thin-walled plexiglas box filled with liquid with the X
electrical parameters of the brain[5]. A simple box has surfaces
parallel to planes of FDTD cells and so can be modelled with good
accuracy. The "sphere head" is a thin plexiglas spherical shell filled
with brain liquid. The sphere head introduces staircasing error into
the FDTD model and so we might expect the accuracy of the
computations to be poorer. This paper compares the radiation
patterns of a handset operating near the box head and near the sphere Fig. 1 The portable radio
head with measurements, as a validation of the FDTD computations. handset in the xyz

coordinate system.
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Measurement of the Radiation Patterns
The radiation patterns were measured by mounting the handset and head in a jig atop a

styrofoam rotator column in a 6x6x6 meter anechoic chamber[6]. The handset contains a battery-
operated oscillator at 850 MHz. An open-ended waveguide was mounted on the rotating table near the
base of the rotator column to sample the field to provide a reference signal to phase-lock a network
analyzer. The horizontal and vertical components of the field were measured by a dual-polarized ridged
waveguide horn mounted about 330 cm from the handset. The mounting jig shown in Fig. 2, consisting
of styrofoam blocks and fiberglass nuts and bolts, holds the handset in a well-known, reproducible
position relative to the head. Fig. 2 shows the jig positioned for rotation in the yz plane in Fig. 1, for
measurement of the 0 =90 degree elevation. The elastic bands attached to the nuts in Fig. 2 were
removed for the measurement. The patterns were measured in one degree increments.

Considerable care was taken to optin- the quality of the measured data. Unwanted reflections
in the anechoic chamber were identified and reduced with absorber. The position of the handset was
aligned as accurately as possible using a laser beam as a reference, to reduce alignrment error as much as
possible. However, the absorber in the chamber is designed for best performance above 1.5 GHz. The
relatively short range from the handset to the horns may not be adequate for a true "far field"
measurement. These problems will primarily affect the measured patterns in the minima-

Patterns of the Handset
Fig. 1 shows the handset oriented with the broad face of the case parallel to the xz plane, the

antenna parallel to the z-axis and adjacent
to the -x side of the case. The handset is
an aluminum box 5.35 by 1.74 by 16.77
cm, with an antenna 8.82 cm in length.
These dimensions were chosen so that,
using a cell size of 0.441 cm, the handset
"case is very close to 12 by 4 by 38 cells
with a 20 cell antenna. The antenna is
positioned 0.87 cm from three edges of the
case. The FDTD code uses the perfectly-
matched layerM7l(PML) absorbing
boundary condition. The PML was set to 6
cells in thickness with a surface reflection
coefficient of 0.001 and parabolic
evolution of the conductivity. The surfaces
of the handset and the tip of the antenna
were separated from the first layer of the
PML by 4 cells of free space or
"whitespace". The integration surface for

Fig. 2 The handset and box head mounted in the the near-to-far zone transformation was
styrofoam jig, positioned on top of the rotator in centered within the whitespace. The
the anechoic chamber. FDTD computation was run for 2048 time

steps with a sinusoidal generator at 850
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MHz at the base of the monopole. The computed radiation patterns are true "far field" and do not
account for the 330 cm range to the measurement horns. The computed patterns were scaled to have
an "isotropic level" field strength[41 of 0 dB.

The radiated power in the measurement is not known, hence the measured patterns need to be
scaled for comparison with the computations. The RMS field strength found from the computed
principal plane patterns for 0=0, 90, and 0 =90 was used as a reference level Then the

.. ''' 'corresponding RMS field strength was
found from the measured principal plane
patterns, and the measured patterns were
scaled to have the same RMS field strength

-.- as the computation.
.-. * .. -.- Fig. 3 compares the measured and

-i -:computed radiation patterns for the handset
in free space, in decibels above the isotropic

.E,, Fa . level field strength. In the measurement the
E.. E. handset was held in a simpler styrofoam jig

- . . .. .......E than that in Fig. 2, having no fiberglass nuts

I • , , 'U 10 ISO M U 9 879 '• a and bolts. The computed € = 90 pattern in
Fig. 3(a) is symmetric about the xz plane. It

(a) Elevation pattern for 0 90 degrees. has the main lobe of field strength 4.0 dB
directed at 0 =121, that is downward, and a

a minor lobe of field strength -6.2 dB
directed upward at 0 = 39 degrees. The

I zmasuredE 0 polarization agrees very well

with the computation, with a difference in
the minor lobe near 40 degrees of 0.6 dB

........ and in the major lobe near 240 degrees of
.f... ... 0.4 dB. The differences in the minima are: ram .larger. The computed minimum at 68..A" -....... degrees has level -17.3 dB, whereas the

E, measurement has a minimum at 65 degrees
- '• ' : 27 __ of -15.1 dB. The cross-polarized or EO

A'e: • (WS* "-"'* field is roughly circular in shape and at a

level of about -10.8 dB in the computation.
(b) Azimuth pattern. The measured EO component has maxima

Fig. 3 The radiation patterns of the handset, at about the same level as the computed
field, but has minima about 1.8 to 2.2 dB

below the computed field.
Fig. 3(b) compares the measured and computed azimuth patterns. The principal polarization is

very roughly circular, with quite good agreement between the computation and the measurement, with
a difference of about 0.5 dB in the minimum. The cross-polarization is a figure-eight pattern and
agrees quite well between the measurement and the computation.
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Some differences between the measurement and the computation in Fig. 3 can be attributed to
the styrofoam mount for the handset, which was not included in the computation. The agreement in
Fig. 3 is about the best that we have been able to achieve between computations and measurements.

The Handset and the Box Head
Fig. 2 shows the handset and the box head, mounted in the support jig. The box head has

outside dimensions 17.07 by 13.89 by 21.06 cm and wall thickness 0.5 cm. It is filled with a mixture of
de-ionized water, sugar and salt having the electrical parameters of the brain[51 at 850 MHz. The
relative permittivity and conductivity were measured to be 40.42 and 1.064 S/m, respectivelyE8]. The

...... box head is positioned in the coordinates of
Fig. 1 on the +y side of the handset, such
that if the operator faces in the +x direction,

2! the handset is held in the right hand with the
-s antenna towards the back. The handset is

- spaced from the box by 0.96 cm. The box
.c.... is positioned such that if the antenna is on

.': -the z-axis, then the back surface of the box

. M.is at x=-5.95 cm. The bottom of the box
. •e E, FUT aligns with the bottom of the handset. The

S........ ' = box is modelled with FDTD cells of size
-1e L ""S'• 0.441 cm This puts the handset case in the

Rngle 0 (degro.l -o FDTD model two cells or 0.882 cm from

the box head, and approximates the box
(a) Elevation pattern for 0=90 degrees. dimensions as 17.12 by 14.11 by 21.12 cm.

The FDTD code uses the average
........... " "permittivity and conductivity to update field

components that lie in planes that are
*.. interfaces between two dielectric materials.

..... The styrofoam blocks and fiberglass nuts
and bolts of the positioning jig were not
included in the FDTD model

Z -is " -'Fig. 4 shows two principal plane
patterns of the handset and box head. The

E: . , FDTr *=90 pattern from 0=0 to 180 degrees
S........ E, has the head between the handset and the

- �u' ie�s. is, s �' 'so, is observer, and comparing Fig. 3(a) and Fig.
.gl. 9 .dgr...s '-.," 4(a), the head changes the pattern

considerably. From 0 = 180 degrees to 360
(b) Azimuth pattern, degrees (this corresponds to # = 270

degrees, 180<0<0) the pattern of the
Fig. 4 The radiation patterns of the handset and box head. handset and box head resembles the pattern

of the handset alone. The large lobe near
245 degrees is seen in both patterns as is the smaller lobe near 325 degrees. The cross-polarized field is
about -11 dB for the handset alone, and about -15 dB for the handset and box head.
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The agreement between the computation and the measurement in Fig. 4(a) is quite good. The
lobe in E& in the computation at 50 degrees of-1.4 dB is seen in the measurement at 48 degrees and -

0.6 dB. The lobe at 114 degrees and -1.2 dB is reproduced in the measurement at 112 degrees, -0.74
dB. The minimum at 82 degrees of-9.2 dB falls at 81 degrees and -7.5 dB in the measurement. These
features are in the part of the pattern where the head is between the handset and the observer. The
largest difference in EO is at the minimum at 294 degrees and -14.5 dB in the computation, which is
seen at 293 degrees, -10.9 dB in the measurement. The cross-polarized field agrees well in shape and
level Again the largest difference is in the minimum at 188 degrees of -30.8 dB in the computation,
and and 194 degrees and -26.9 dB in the measurement.

.......................... The azimuth pattern is shown in Fig.
4(b). The head causes the azinmth pattern

= ito be less circular and raises the level of the
-s cross-polarized field. The measured and

- -tcomputed patterns again agree quite well,

"- "... . with the largest differences in the minima of
T -is the patterns.

A The Handset and the Sphere Head
E. The sphere head is a plexiglas

_.. ,.,. sphere of outside dianter 20.68 cm and
wall thickness 0.365 cmn. The sphere is

•"F691e e Ie-rl "' filled with the same "brain liquid" mixture
(a) Elevation pattern for € = 90 degrees, used for the box head. The sphere was

positioned such that if the base of the
antenna is at the origin, the centre of the

S sphere is at (x=+l.81,y=12.14,z=6.42)

: : .cm. The curved surface of the sphere is
-= -t.approximated with a staircase of FDTD

cells of size 0.441 cm. The model was
constructed such that over the whole
surface of the sphere the edge of a cell filled
with brain liquid never touches the edge of

E 'i....t, FWD a free-space cell; that is, there is always a
"" �, plexiglas cell separating the outside from

-.Lw, * , 91,,.,.,the inside.
15 359 us 9 219 too eta ýi 33

,,t*s.. Figl U Werm Fig. 5(a) shows the elevation pattern
for 0 --90 degrees. The pattern is not

(b) Azimuth pattern. greatly different from that of the handset
and box head. The sphere head changes the

Fig. 5 The radiation patterns of the handset and sphere pattern from 0 =0 to 180 degrees where the
head. sphere lies between the handset and the

observer. The sphere introduces deep
minima in EO near 78 and 155 degrees. The measured and computed fields agree quite well except in
the minima. The large lobe at 242 degrees and 5.8 dB in the computed field is seen at 246 degrees and
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6.2 dB in the measurement. The cross-polarized field is at about the same level for the handset and
sphere as it was for the handset and box. The computed and measured patterns agree quite well in both
shape and level.

Fig. 5(b) shows the azimuth pattern, which is very similar to that for the box head in Fig. 4(b).
The minimum at 143 degrees is deeper for the sphere than for the box. The cross-polarized fields are
remarkably similar. The agreement between the computation and the measurement is somewhat better
for the box than it is for the sphere. This may be attributable to the staircased approximation of the
sphere's curved surface.

Conclusion
This paper has compared measured and computed radiation patterns for a portable radio handset

and two simple representations of the head. One objective was to validate the FDTD method for
solving lossy, high-permittivity materials such as human tissue. A second objective was to discover the
changes in the radiation patterns of a handset when a head is introduced very close to the handset
surfaces.

The radiation patterns for the handset alone, Fig. 3, establish the best agreement that we have
been able to achieve between the measurement and the computation. The box head is well represented
with cubical FDTD cells, with some error in the overall size and relative position of the box to the
handset. Fig. 4 for the handset and box head shows agreement that is somewhat poorer than in Fig. 3,
but still very good. The sphere's shape is represented approximately by a staircase in the FDTD model.
Still, the agreement between the measured and computed data in Fig. 5 is good, with differences in the
depth of the minima being the major problem. By including the styrofoam mounting jig with its
fiberglass nuts and bolts in the FDTD cell model, somewhat improved agreement may be possible. The
limitations of the absorber in the anechoic chamber and the short range from the handset to the
measurement horn may account for some of the differences between the measured data and the
computation.
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Abstract- Multichip and flip chip technology has become increasingly popular in the past years. It
employs a series of chips flipped and connected through metallic bumps [1]. A study for improving the
performance of flip chip interconnects was recently presented by Ghouz and E1-Sharawy [2,3] for
frequencies up to 50 GHz. They introduced the idea of staggering the signal line interconnect with
respect to the ground plane bumps to reduce reflection and insertion loss. In this paper we concentrate
on re-shaping the discontinuity region in order to provide a better impedance match between the CPW-
motherboard and the CPW-chip, and thus reducing reflection. The use of bumps of different thickness
located at different positions, and the use of tilted bumps or "ramps" indicate that the performance of
these flip chips can be greatly enhanced and extended to frequencies beyond 100 GHz.

1. INTRODUCTION

Coplanar Waveguides (CPW's) represent an
important transmission line technology at RF,
microwave, and millimeter-wave frequencies.
Among the advantages of these lines are the ease G d
of parallel and series connection of both active and Ground line __ , . '

passive components. The increase in popularity of az

this type of transmission line has brought L
increased interest in flip chip technology. The flip Ground
chip structure consists ofa CPW chip flipped over S
and mounted onto a CPW mother board, as shown, -- Signal bump
in Fig. 1. Several chips may be mounted on to a - Mother board
mother board, thus increasing the density of the
circuit. To connect from the mother board to the
chip, metallic bumps are usually used. The effect Signal Lne
of these interconnects on the performance ofa high
frequency circuit is important since the
discontinuity on the transmission line creates Fig. 1. A flip chip geometry with staggered

undesirable reflections [4,5]. These bumps should interconnecting bumps.

be designed such that the induced reflections are
minimum. Published analyses of these flip chip structures are related to the determination of the proper
positioning of the bumps. As an example, the staggering of the signal bump was studied in [2], showing
improvements for the return loss. In our study, we extend the analysis in [2] by allowing the connecting
bumps to vary in shape. The main objective of these approaches is to match the impedance of the
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interconnection to the impedance of the CPW.

II. ANALYSIS METHOD

The Finite Difference Time Domain (FDTD) technique is used here to analyze a flip chip structure as
shown in Fig. 1. The frequency spectrum of the voltage and current at points on the CPW close to the
interconnecting bumps are obtained using Discrete Fourier Transform (DFT). By choosing the sampling
points close to the discontinuity of the interconnecting bumps the effects of these bumps are isolated
from the rest of the structure [6]. Our sampling points are located 0.6mm away from the ground bumps.
These sampling points were left fixed for all cases studied in this paper. To obtain the S parameters the
incident signal must be isolated from the reflected signal. The method used here consists of the
simulation of a long feed line with the same dimensions as the input line of the structure considered for
this study. Using the same FDTD code and the same excitation waveform as the one used in the analysis
of the flip chip structure, a set of reference current and voltages are obtained. The backward traveling
wave is then computed by subtracting the incident or reference voltage or current from the total voltage
or current computed at the sampling point in the flip chip structure. To compute the S parameters, the
following equations were used:

S1 20 Loglo V I,

S2, = 20Logo( V12(

where V, Ij are the incident voltage and current at the input port; which are the responses for the
reference long line. The reflected voltage and current V,., I- at the input port and the total voltage and
current V2, 1. at the output port are computed with the actual flip chip geometry.

II. NUMERICAL RESULTS

Numerical results were obtained for the geometry shown in Fig. 1. This geometry has the same
dimensions as that shown in [2]. The width of the center conductor is 0.12amm. the gap between the
conductor and the coplanar ground plane is 0.12mam. the thickness ofthe substrate of both the chip and
the mother board is 0.36mm and the height of the bumps is 0.12rmm. The substrate is made of gallium
arsenide (GaAs, E,=12.9). The geometry is discretized using Yee cubical cells with the following
dimensions; Ax=Ay=Az=0.04mm. The structure was excited by a pair of resistive voltage sources
having a magnitude of 10 Volts and opposite polarities and internal resistance of 7403 and located
between the signal line and the side ground planes. The excitation waveform was a Gaussian pulse.
The Gaussian pulse is defined for a stationary source by
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--- (2)
g(t) T'

where the period of the pulse (7) is defined by [7],

T -(3)
2,v

where As is the largest edge of the cell, m is an
integer number, and v is the velocity of
propagation of the pulse. The maximum usable
frequency is determined based on the value of T.
For our simulations, m was set to 30."..

To verify our computations, a case reported in [3] -to

was analyzed. The geometry consists ofcubical in- s
line bumps. Figure 2 shows our results, which are
in good agreement with the results reported in [3]. - ,0
The results for this geometry along with the cases
where the signal bump is staggered, where the 2S 0 s 20 30 4. 50

staggered distance (S) is 0.32mm, and thin in-line Fw,ýVý uGH.O

bumps case are shown in Fig.3. The thin in-line
bumps are bumps with zero thickness along the z Fig. 2. Comparison of this work results wit

previously presented results.
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direction. It is obvious that the use of thin in-line bumps appears to give better results, specially at high

frequencies where staggering the bumps fails to improve the performance.

Figure 4 shows how the use of thin bumps gives a better performance than thick bumps, for both in-
line and staggered cases (S=0.32mm). Figure 5 shows the combination of both ides of staggering and

thin bumps, for different staggering distances. It appears that staggering works better at frequencies
below 60GHz for this geometry while the thin in-line bumps continue to yield good performance at
much higher frequencies. Reducing the thickness
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of the bumps to thin sheets has proven to give better performance than thick bumps. Figure 6 shows
the S parameters for bumps with different thickness. It proves that thinner bumps reduce the reflection.

The concept of tilted bumps (or ramps) is introduced and investigated in this paper. Figure 7 shows
how these "ramps" were modeled in the FDTD technique. Figure 7a and 7b show the thick and thin
staircase tilted bump, respectively. Figure 7c shows the "ramp" modeled using the diagonally split cell
technique. Figure 7d shows the Hy of a single cell and the surrounding electric field components. The
Hy within the cell is computed using the integral form of Faraday's law. The contour is given by the
sides of the cell that are not defined as PEC, and the diagonal. The electric field on this diagonal is
zero, since it is tangential to a PEC boundary. The surface surrounded by this contour is half the area
of the original cell [8]. This procedure leads to a simple modification to the regular update equation
of the tHy field component as previously reported in [9]. Figure 8 shows that these "ramps" give a much
better performance. Again the thinner the bump or "ramp" the lower the reflection coefficient. The split
cell model provides good results for high frequencies. The results obtained in Fig. 8 using this
technique also show a great improvement when compared with the vertical bumps.

IV. CONCLUSION

Reducing the return loss due to connections within multichip structures is important in order to allow
for the fabrication of microwave and millimeter wave integrated circuits that were not possible because
of large internal reflection problems. Our investigation indicate that thin bumps give better
performance than the original flip chip design with thick in-line or staggered thick bumps. The
staggering of bumps is useful in reducing the return loss for frequencies up to 60 GHz. With tilted
bumps or "ramps", the return loss is greatly reduced for a very wide range of frequencies.
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FDTD Analysis of the Celestron-8 Telescope

Ronald R. DeLyser, University of Denver, Denver, CO

1 Introduction

Numerical analysis of optical sensors at microwave frequencies is essential in order to compliment mea-
surements and to determine vulnerability of internal components. TEMAC3D [1] is a Finite Difference
Time Domain code developed by John H. Beggs of Mississippi State University for use in modeling high
power microwave antennas, ultra-wideband antennas and for electromagnetic coupling calculations. It
is a FORTRAN code which is based ois the three dimensional implementation of the FDTD method [2]
which was used for the analysis of a Celestron-8 telescope and a satellite optical sensor. In the past,
the Finite Element Method [3] was used to analyze the Celestron-8, and the FDTD Method [4] was
used to analyze the satellite optical sensor. This paper addresses the FDTD analysis of the Celestron-8
telescope.

Supplementing TEMAC3D, is a suite of peripheral software which is needed to generate solid models,
generate the Finite Difference (FD) mesh, view the mesh for consistency, generate the problem namelist
and header files, and view the results of the analysis. The solid model geometry file is generated by
BRL-CAD which is available from Ballistics Research Laboratory, Aberdeen Proving Ground, MD. The
geometry file is then used as input to ANASTASIA, a component of TSAR (Temporal Scattering And
Response) from Lawrence Livermore National Laboratory, CA. ANASTASIA generates a mesh given
the number of "pad" cells' and the size of the cell. IMAGE (another component of TSAR) is used to
view the mesh to be sure that the FD mesh is really the desired mesh. This mesh file is then an input
for XTEAR (X-window Temporal Electromagnetic Analysis and Response) [1] which is a graphical user
interface designed for input of all relevant parameters for the FDTD simulations using TEMAC3D.
Since XTEAR was written using the scripting language, TCL/TI(, these software packages (version 7.3
of TCL and version 3.6 of TK) have to be installed on the same computer that runs XTEAR. Finally,
software is needed to view output fields as a function of time, frequency and/or position (Axum 5.0
is used here), to generate far-field scattering and/or radiation plots (these programs were provided by
John Beggs), and to do Fast Fourier Transforms (FFTs) (Mathcad was used) in order to determine the
frequency response.

2 The Model

A drawing and a cross-section of the simulation model of the Celestron-8 are shown in Figures 1 and
2. Tile scattering problem was done with an x-polarized, Gaussian pulse wave incident on the aperture.
The locations (in mm) of the field point sensors are relative to a lower corner of the computational space
assuming the aperture of the telescope is at a plane which is five pad cells below the most positive z
value and the extension for the eye-piece has its lowest point in the plane which is five pad cells above
the lowest z value. The computational space is 252 mm x 252 mm x 400 mom. The locations of the
sensors are: (1) 126, 126, 30; (2) 126, 126, 235; (3) 70, 126, 235; (5) 35, 126, 235; (6) 15, 126, 235.

'Pad cells occupy the space between the outermost cells of the modeled object and the outermost cells of the problem
space which implement the absorbing boundary conditions.
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Figure 1; l Crlrutron-8 telescope.

Locratiorn I is at thre eyepiece and Im t itt 5 ik it, tihe probe that was installed for testing at Phillips
Lab, Kirt Ihind AFB3, NMI. The model it-rt 320 Mlilytes of RAM and 345 MBvtes of paging space. Tile
munbie of' hoiw stepsr takcn was 32,76S al Im Iiji e of 29.25 seconds per time step. Since the gla~ss
region (sh owt ii i gray i it Figu re 2) is fEd i Iv ai g(%. I t.it r i aterial was used for thei calcula tio n of the usablC
tipper hesquintriy whiichi is 11.2 0Hz. Sinte'- tisi-;stit data 151 extends to 18 BGlle the numerical resultls
will be ittitirret to tire measured results up 1, Irtt Frequenecy.

3 The Scattering Pi-obletin Results

Tire tiune doluinttat esults are expontentially deciayinig as expected. However, there is one unusual tinme
dornait reslonrrse - the z component of thre elet Iit- field at tire location of thre eye-piece shown in Figurre
3. Thre corios pttittug frequency domait t 'it fir tll of thre electric fieltds at thIis location are shown iii
Figure. 4. Thre Req rerICY Of Oscillationt atittatiing lite ini timte as shtotwn in Figure 3 corresponds to a
frequtency of 9.33 GIlN, clearly seen itt Figrirt' . Ifa rilosed cylinder oftire same size as the small cylinder
leading tot tile' eye-piece is postulated. tlet 'F'Mi (this is the lowest mode, withn a z comorpnent of tire
electric lieu I) rtsourtnrce frequency for I Iis, c tindir wcould be 9.24 0Hz.

Figuie 5 shriws a comparison of tire trirrtniaized magititudes of tire electric fields at the eye-piece
location, tire Irrtbe location, and tire irueisrit data reported in 15>. For those measurements, a sensor
was platced iut thre location of the eye-iiere foir tire telescope and transmission to thst sensor from a
radiatirng soiriice wvas measured. For a rriidmtiiir mreasurement, a probe was inserted into the large
central cavity region of the telescope atttl Sit rrttn taikent. rI tire lute frequency range, tire measured data
track tire pth, qit'Iction data fairly weill, even thourighr tre mneasured data is taken at the location of tire
eye Irioer. 'lht Phillipjs lasb testers believe IM r~thtiri ian be explainred by ptoor isolation beticeen the large
cavity rrgiiir and th IIe location of thre test sr'trsrir at tire eye piece. Note asiso tirat the characateristic hrighr
Prss flitrw rr'splri sr' of tire small cyliririr lrsrrhu Ito thi ie eyepiece is evidenrt inn thre "Eve piece location'"
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.Aperture

Eyepiece extension

Figure 2: Cross-section of the mesh for the Celestron-8.
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Figure 5: Comparisons of numerical and measured results.

data.
The frequency domain plots for the electric fields at locations 3, 4 and 5 are similar in the low

frequency region. Resonances at the higher frequencies are very different for these locations as is ex-
pected of a large, multi-moded cavity. This frequency response behavior is seen in a comparison of the
normalized magnitudes of the electric fields at locations 2 - 5 shown in Figure 6. Results at the different
locations are very similar up to about 3 GHz indicating that only a few modes exist up to that frequency.
Above 3 GHz, the responses at the different locations begin to diverge substantially indicating that more
and more modes are generated at the higher frequencies.

4 The Radiation Problem Results

The resonances at 1.02 GHz, 1.45 GHz, 1.61 GHz and 1.76 GHz were investigated by doing the radiation
problem with an x directed point source at the probe location specified for the measurements reported
in [5]. The radiation patterns for 1.61 GHz' in the xz (0 = 0) and yz (0 = 90) planes are shown in
Figure 7. Notice that the maximum response does not occur on boresight. Other far field plots at
other frequencies have maximum responses at other angles including on boresight. This information is
important to determine vulnerable angles of incidence.

A slice sensor for the electric fields was placed in the plane of the aperture. A magnetic field slice
sensor was defined for the xz plane, the plane containing the probe. Figures 8 and 9 show surface plots
corresponding to the magnitudes of the fields for these slice sensors. The vertical scale for Figure 9 has
been defined to clearly show the field variations at locations away from the source. Thus, at locations
near the source, field magnitudes are clipped.

2
Details of the entire study are in preparation for publication and can be obtained from the author.
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Figure 8: Electric field ini [le aperture - 1.45 OH',..

Figure 9: Magnctic field in the plane of tlie probe - 1.45 GHz.



At this point, it is prudent to refer to a mode chart for circular waveguides in order to identify sonic
of the modes that may be present at these resonant frequencies. One such chart can be found in [6].
This comparison will give the type and first two mode numbers for the transverse resonance modes.
Identification of the third mode number which corresponds to resonances for the length of the cavity is
not possible because of the open end at the aperture of the cavity. For 1.45 GHz, TM12 can be identified
as the transverse resonance mode.

5 Conclusions

The results reported here show that TEMAC3D is an effective tool for analysis of complex cavities.
It can be used to treat a cavity as a scatterer in order to find frequency response of a particular field
location inside the cavity. Once frequencies of interest are identified, TEMAC3D can be used to analyze
the cavity as a radiator (antenna with a specified point source internal to the cavity) in order to find
angles of incidence that are particularly sensitive. Once these are found, the frequency response can be
repeated at these angles. TEMAC3D results for Celestron-8 when compared to testing results are quite
good. Where possible, this information should be used to define test parameters for future experiments
on the Celestron-8.
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Abstract

This paper discusses the graphical FDTD simulation tool "LC" 13] and the special problems posed when
parallelizing such a tool, one designed for rapid graphical editing and analysis instead of direct low-level
numerical simulation. In particular, the simulation is represented by numerous data structures specifying
material positions and type, excitation types, and data gathering (probe) configurations. Parallelizing the
FDTD simulation portion is relatively straightforward, but managing the flexible portion inherent to the
functionality of "LC" is not.

I. INTRODUCTION

This paper will discuss parallelizing an EM analysis development called "L". [4] [5]
Essentially LC is a Finite-Difference Time-Domain (FDTD) based integrated EM model
editor, simulator, and analysis tool. It consists of a GUI interface with the ability to auto-
mesh a graphically defined user geometry. A number of different excitations are possible,
and the outputs can yield not only field data, but also voltages, currents, impedances,
inductances, capacitances and fluxes. Further, both time and frequency-domain data is
available on output. It also allows for 2-D visual simulations of the full 3-D problem being
simulated during time-stepping. This is very useful in identifying problem areas with a
particular design. Another very important and relevant feature of the LC tool is an interface
to SPICE [6]which will analyze a circuit based on FD-TD field values linked to SPICE at
each time step. The SPICE interface also generates output voltages and/or currents that
modify the FD-TD field values which are then used during the next FD-TD time-step. The
efficient implementation of LC on scalable parallel computers will allow for the examination
of problems that are currently too computationally large or complex, conceivably making
inroads into some of the grand challenges facing the electromagnetic engineering community.

II. PARALLELIZING THE FDTD METHOD

Implementing a parallel version of the FDTD method involves splitting the computation
work into pieces for each processor, and then making sure that these processors are prop-
erly coordinated with each other, via synchronization and/or message passing. Because the
standard FDTD method uses a regular uniform grid, these two tasks are relatively straight-
forward.
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A. Spatial Decomposition

The computations are allocated to multiple processors. The most straightforward method
to divide up work is to assign a part of the computational space to each processor (figure 1).
Each processor then performs FDTD style updates for only those cells in it's local space,
transferring field values as needed to other processors.

A.1 Distributing Work Evenly

In order to achieve good parallel speedup, some sort of load balancing is needed to give
each processor the same amount of work; if one processor gets too much computational work
to do, the other processors will stall waiting for the overloaded processor to finish. The
FDTD method has two characteristics that make the load balancing problem relatively easy:
. The FDTD grid is regular, so that the grid points are evenly spaced over the space being
simulated. Therefore, if we cut out specific volume amount of simulation space, that volume
always contains the same number of grid points anywhere in the simulation space.
. The FDTD implementation is such that the same computations (update equations) and
the same amount of work is done at each grid point.
As a result of these characteristics, any decomposition method that gives each processor an
equal volume also gives each processor an equal number of grid points and computational
work.

If the grid points were instead distributed in some irregular fashion, or if some grid points
required more computation than others, than we need to use some other, more sophisticated
method to divide up the work. Some FDTD variants, such as Finite-Volume and General-
ized Yee [2, p. 369] will produce an irregular grid, complicating the FDTD parallelization
problem. However, the typical FDTD does fit the above mentioned criteria, so a straightfor-
ward uniform partitioning does a very good job of distributing the computational load over
multiple processors.

.......... . .... ... ......... ....
Fig. 1. Spatial partitioning of the problem to four independent processors

B. Data Distribution with MPI

After the array has been partitioned, the simulation begins and field values are updated:
on each processor there will be field values that, in order to be properly updated, depend
on data values that reside on a different processor (figure 2). The processors must transfer

114



data to each so that every processor has a copy of the field data needed to update all of the
grid points that processor is responsible for.

Processor One Processor Two
............................................. .. •.......................................... .

X X X X :

X-->O 'e---X---"~O • .... ...--- O"-- -- O----

X X XX

X --- >0 -<- X -- - ---------> . . . . .X- -0-,--X-->0,--X

X X X X

0 Electric Field Value X Magnetic Field Value

Fig. 2. Data dependency graph for an FDTD grid distributed across two processors. Arrows show that
each electric field is dependent on the four surrounding magnetic fields; two electric fields depend on
magnetic fields located on the other processor

For FDTD, these transfers occur at every time step, for both types of field values. To
update the electric field points, the magnetic field values must be transferred between pro-
cessor; to update magnetic fields, the electric field values must be transferred. Just as the
electric and magnetic field updates themselves are staggered, so too is the transfer of electric
and magnetic field values between processors.

The parallel bookkeeping and passing of data between processors is done using the MPI
parallel Message Passing Interface [1]. MPI was chosen because it provides good performance
combined with portability, allowing the parallel version to run on a wide variety of architec-
tures just as the original program "LW" did. MPI also has built in functionality to configure
the parallel machine as a Cartesian array (i.e., as an N x M x P array of processors, where
N, M, P are user selected), in whatever manner is appropriate for the current hardware. This
is achieved using a "virtual Cartesian array", created by the MPICREATECART function.

The MPI interface is capable of transferring simple arrays of data between processors,
but can also transfer projections of arrays via strided access. This capability is important
because almost all of the data transfer between processors consists of small 2D slices of
the 3D simulation grid (figure 3). If MPI only supported transfer of simple 1D arrays, we
would have to manually extract the projections into a 1D buffer, transfer that buffer to
another processor, and then insert the 1D buffer data into the 3D grid on the new processor.
However, after specifying the grid's array structure to MPI with MPICREATE.HVECTOR, the
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Fig. 3. Processors exchange 2D slices of 3D data

entire 2D projections is transferred to its destination with single MPI function call.

III. SPECIFIC IMPLEMENTATION DIFFICULTIES

The difficulties particular to paralleling this FDTD implementation estem from the very
loose restrictions on the problem space. Because the problem input can be a rather large
number of shapes and excitations, input in a more or less arbitrary order and location,
the parallel program must do quite a bit of data manipulation. The program could have.
restricted the user in ways to make implementation of LC easier - requirements such an only
allowing one source and probe, or requiring the first block listed to encompass the entire
grid - but stich restrictions run against the original design goals for LC.

Much of the information about the simulation, such as the grid size and shape. is not
known explicitly but deduced at run time. The user can specify the grid size and shape, as
well as the structure to analyze at run-time, just an the program is starting execution. If
instead the simulation parameters (material values needed, waveform frequency and shape.
etc.) were found at compile time and not run time, then every time a parameter changed,
the user would need to enter all these parameters, recompile the program, and then run the
simulation. By delaying these choices until run time, the user is spared a good deal of time
and overhead usually involved in the programming/compiling phase.

However, the same run time properties that make design easy for the user make imple-
mentation hard for the programmer. If everything bad been specified at compile time. such
issues as dividing up the problem amongst multiple processors, and inter-processor commu-
nication, would have been examined and solved at compile time. But because the program
doesn't have enough information at compile time, it must wait until run time, and as it is
running the program must properly redistribute the problem ov'er all of it's processors and
set up communication channels to transfer data between processors, and funnel the analysis
results into various (one to many) output data files. It is this process of data decomposition
and inter-process communication that presents the most implementation problems.

The internal data storage of LC records the structure as a list of "blocks" which can
represent a material, data probe, source, excitation, or several other objects. The overall
structure being studied is manipulated by adding, examining, and destroying these blocks.
Just before a simulation is run, the representation is frozen and converted into an FDTD
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mesh, along with some extra data representing the sources, probes, and other information
not directly stored in the FDTD mesh. This conversion process - the transforming of a
block list into an FDTD mesh, called "meshing" in the program - is where most of the
actual programming problems arise for the parallel implementation.

A. Variable Spatial Decomposition

The first problem stems from the fact that the grid size and shape is not explicitly defined
at compile time, or even at run time. The serial program deduces the grid size by examining
all of the LC blocks and finding the size and location of the smallest cube that will completely
enclose all the defined blocks. Then all of the grid data is allocated and block locations are
mapped from the "real world" coordinates, in meters or mils or perhaps some other unit
length, into simulation grid coordinates, so that the blocks may be put into the grid.

The code structure implies that by the time enough information is known about the grid
to do a sensible partitioning on parallel processors, the grid itself is in the process of being
built. Therefore, the parallel version has to analyze the entire block list before meshing, and
form a suitable parallel partition, assigning disjoint spaces to each processor.

B. Variable Block Placement

Once the problem is partitioned onto the parallel processors, meshing can proceed just as
it did in the serial version. However, we cannot use the original block list on each processor
- if we did, each processor would then be meshing and simulating the entire grid. Therefore,
each processor obtains a private copy of the block list, and modifies that copy to contain
only relevant blocks (figure 4). Each processor is responsible for computing a certain region
of the total grid; any blocks outside that region are discarded, and the remaining blocks are
clipped so that they are totally contained in the processor's computational region.

After the block list on each processor has been modified, it is processed normally using
the original serial meshing algorithm. Since the block list only specifies blocks within the
processor's computational region, the meshing algorithm will only allocate and mesh that
region. The process occurs on all the processors in parallel, each transforming the block list
into a local grid. Proper manipulation of the block list before this step insures that no two
processors try to allocate and simulate the same region, or overlapping regions.

C. Partitioning of Arbitrary Source and Probe Blocks

The process of discarding and clipping blocks in the block list will automatically divide up
material blocks correctly, so the overall structure under study will be properly partitioned
and meshed on the parallel array of processors. However, non-material elements will not
function correctly once they have been split onto multiple processors. The serial code will
process a given source or probe block as if it existed only on that processor; if a probe block
is split across two processors, for instance, then each processor will collect probe data for
its "local" probe. Some mechanism must exist to gather up the data from all the local
probes into the larger probes in the original block list. Similarly, the source blocks must be
configured to spread their voltage or current energy across multiple processors.

Source blocks are modified to generate a smaller current or voltage, based upon their
new size; for instance, if voltage excitation is split exactly in half across two processors, the
two new blocks will now generate ½ the original voltage. Voltage excitations split in other
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Fig. 4. Each processor obcains and clips its own copy of the block list

ways will generate voltage amplitudes in proportion to their new size. Also, depending on
whether the source is a voltage or Current source, splitting the block along Certain axes does
not Change the generated value; if a voltage source produced a voltage along the p axis,
splitting it down the yz plane, into two voltage sources side by side.

Probe blocks gather their data locally on each processor, and then must somehow combine
the data into a final, single, value. The parallel implementation does this by collecting probe
information data from every processor. This probe information lists what probes exist on
what processors. If a probe is split across multiple processors, then one of those processors
is selected to manage the overall data for that probe. All other processors containing that
probe send their data to the managing processor, which combines the data together and
outputs it as the original serial code did.

D. Virtual Boundaryg Conditions
Except for some block modification and extra probe processing, the code running on each

processor is basically unmodified from the serial version. Each processor really thinks that
it is running the entire FDTD simulation, and that the modified block list it was given
represents the entire simulation domain.

To prevent excessive code modification, this illusion continues with the boundary condi-
tions. Each processor grid is the shape of a cube; the sides and edges of this cube need
some sort of boundary conditions, typically an electric wall or absorbing layer. However.
there is really no limitation on the boundary condition implementation; we can put what-
ever boundary conditions we want there. The boundaries that are needed are those that
somehow connect all the processors together.

These virtual boundaries look to the simulation to be just a special sort of boundary
condition, and src in ac pltar e implem ent sother entry in the list of boundaries: 1at order
Mur, PML, virtual boundaries. These virtual boundaries on a certain processor simply
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Fig. 5. Parallel configuration with four processors, showing the placement of virtual boundary conditions

transfer the appropriate electric and magnetic fields to and from other processors. These
boundaries are only placed on grid sides where communication with other processors is
needed (figure 5); other grid sides use an absorbing boundary instead, as they would have if
the program was not running in parallel.

IV. CONCLUSION

This paper reported the special problems posed when parallelizing a graphically based
EM simulation tool, one designed for rapid graphical editing and analysis instead of di-
rect low-level numerical simulation. Parallelizing the FDTD simulation portion is relatively
straightforward. Spatial decomposition, even work distribution, and distributing data with
MPI in relation to the FDTD algorithm were discussed. Managing the flexible portion of LC
inherent to its functionality is not straitforward. An explanation of bow we used variable
spatial decomposition, variable block placement, partitioning of arbitrary source and probe
blocks and virtual boundary conditions to parrallelize LC was included. The efficient imple-
mentation of LC on scalable parallel computers will allow for the examination of problems
that are currently too computationally large or complex, conceivably making inroads into
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some of the grand challenges facing the electromagnetic engineering community.
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Abstract-In this paper the basic tools needed in generalizing the classical finite differ-
ence time domain method for irregular simplicial meshes are introduced. Our main tools
are the Whitney complex, primal and dual meshes and a discrete counterpart of the Hodge
operator. A simple example demonstrating the main idea is also shown.

I. INTRODUCTION

The finite difference time domain (FDTD) method, first introduced by Yee [1], is widely used
for solving high frequency electromagnetic problems. This paper is a step along the way to find
a proper extension of Yee's algorithm for any simplicial mesh. Our approach is of more general
nature than those of relying on Voronoi duality, such as reference [2]. We do not make any
assumptions of perpendicular (dual) edges to (primal) facets and thus any simplicial mesh is
acceptable. The aim of this paper is mainly to introduce the basic tools needed in this process.
The Whitney complex is our basic tool to represent electromagnetic field quantities in discrete
spaces.

II. WHITNEY COMPLEX

The problem domain is assumed to be tesselated by a finite number of tetrahedra with the
usual properties of finite element meshes: two distinct tetrahedra share a facet, an edge, a node
or nothing. Whitney forms generate discrete spaces W

5
, W1, W

2 
and W

3 
associated with nodes,

edges, facets and tetrahedra, respectively [3]. Let Aj be the barycentric function associated with
node n = {i}. The basis functions of WO, W

1 
and W 2 

are then given such that for node n = {i}

w. = Aj, (1)

for edge e = {i,j}
w, = kVA - A1VAj (2)

and for facet f = {i, j, k}

wf = 2(AiVAj x VAA, + A;jVAk x VA• + AkVA, x VAj). (3)
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The basis functions of W
3 

are not needed here. A field U in space WP, p = 0,1, 2; 3, is repre-
sented as a linear combination of Whitney p-form basis functions. Node elements yield continuous
scalar fields, edge elements tangentially and facet elements normally continuous vector fields and
volume elements piecewise constant scalar fields. The degrees of freedom (DoF's) are nodal val-
ues at nodes, circulations along edges, fluxes across facets or volume integrals over tetrahedra,
respectively [3].

The gradient of a node element is a linear combination of edge elements, the curl of an edge
element is a linear combination of facet elements and the divergence of a facet element is a linear
combination of volume elements. Formally these injective properties of the Whitney complex can
be given by [4]

grad W° c W
1

, curl W1 C W
2

, div W'
2 

C ,

or in a form of a diagram such that

W°• W, W2 -•% W1.

A same kind of a diagram for spaces WP, spanned by the vectors of DoF's, can be given such that

WO G__+ W
1 

-4 W
2 

D ) W1,

where G, C and D denote connectivity matrices, with all entries -1, 0 or 1, representing gradient,
curl and divergence operators, respectively [3].

Whitney forms provide us with a tool to represent discrete electromagnetic field quantities
in a natural way. Both E- and H-fields are tangentially continuous vector fields, if no surface
currents are present, and thus best represented by Whitney 1-forms. DoFs of E and H correspond
with EMF's or MMF's along edges, respectively. In the same way, D- and B-fields are normally
continuous vector fields, if no surface charges exist, and thus best represented by Whitney 2-forms.
DoF's of D and B correspond with electric or magnetic fluxes across facets, respectively [3].

III. DUALITY

In the high frequency case Faraday's and Ampbre's laws need to be solved simultaneously.
This can be done by assigning one of the equations on the primal mesh and the other on the dual
side. The dual mesh consists of the dual counterparts of each primal simplex e.g. for each primal
element, facet, edge and node there exists a dual node, edge, facet and element, respectively. The
dual nodes are located at the barycenters (i.e. 'centroids') of primal elements. Each primal facet
is pierced by a dual edge and vice versa [5], [6]. In Fig. 1 a dual edge and a dual facet are shown.

The duality involved in Maxwell's equations can be illustrated by 'Maxwell's house' shown in
Fig. 2 [5]. Faraday's law is represented on the right side and Ampbre's law on the left side of the
diagram proposing the decomposition onto primal and dual side. In the discrete case this means
that field quantities on one side should be represented in spaces associated with the primal mesh
while field quantities on the opposite side should be represented in spaces associated with the dual
mesh.

In general, the Whitney elements, associated with the dual of a simplicial (i.e. 'tetrahedral')
mesh, are not known. That is why we need to find a way to represent the dual field quantities in
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Fig. 1. A dual edge (left) and a dual facet.

term of primal ones. For continuous differential forms the operator that builds up this connection
is called the Hodge star operator [7]. For instance, a 1-form U can be transformed into 2-form

*U, which is the dual counterpart of U. However, the proper way of doing this in discrete spaces
is still an open question.

In electromagnetics, as shown in Fig. 2 the Hodge operator is typically associated with consti-

tutive laws, as represented in the middle of the diagram. In discrete spaces the relation b = e *E

takes form d = Ee, where the matrix E now represents the discrete Hodge operator (quantities

on the dual side axe equipped with a tilde). According to our current best knowledge, an entry
(E)ij in the matrix E should be given such that

(ij = f e'5~e, (4)

where *w, corresponds to the normal component of the edge basis function of primal edge j on
the oriented dual facet aj. In the same way, the relation = *B can be written in the discrete

case as h = Mb, where
(M), .=fWf,•. (5)

*wfj now corresponds to the tangential component of the facet basis function of primal facet j on

the oriented dual edge Ai.

IV. A TIME DOMAIN METHOD

We assign now Faraday's law on the primal and Amp~re's law on the dual side (their roles

could be interchanged). For simplicity, we assume that charge density / and current density j
vanish within the domain. Hence Faraday's and Ampbre's laws imply 1divD and AdivB to be
null. We look for an approximation of E-field in W' and B-field in W

2 
i.e.

E = Z eW, (6)

and
B = bfwf. (7)

f
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Starting from Faraday's law we approximate E and the time derivative of B at time step t such

that Et+1 + Et1 (8)
2

and
a Bt Bt+1 - B"•B - .t (9)

5i At
Faraday's law can thus be written such that

Cet+1 + et-1 bt+1 - b"-(

2 At

where matrix C is the discrete counterpart of the curl operator. This gives the b-vector at step

b+1t- i At Atc_ 1

= b" - 2C - 2-Ce - - (11)

In the same way, k and b on the dual side at time step t can be written as

i.t = .t+1 + ft-1 (12)

2

and

5 At (13)
Amp~re's law is then written such that

crT t+l_+ ut-I at+t (14)
2 At
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Fig. 3. Electric field strength (left) and magnetic flux density distributions along a rectangular waveguide.

where the adjoint of curl on the dual side is the transpose of the corresponding matrix C of the
primal side [3]. This gives the d-vector at step t + 1

a+=a- + At chTi1 + •-CTfi-h . (15)
2 2

The discrete Hodge operators are now chosen as given by (4) and (5). Permittivity e and perme-
ability p are assumed constants within a primal element. Hence

d=Ee (16)

and
h = Mb. (17)

Ampbre's law for primal quantities can now be written such that
Ee'+' = Eet-

1 
+ ACTMbs+1 + AýtCTMbl. (18)

2 2 (8

Finally, equations (11) and (18) are combined yielding

I A~t-C bt51' IM AC bAtCTM ]E t e, -1 (19)EC eT 2 _CTM

V. TEST RESULTS

A very simple example, the TM15 wave in a hollow rectangular waveguide with perfectly
conducting walls, is shown to demonstrate the idea. The frequency (f = 30 GHz) chosen is above
the cutoff frequency. Starting from the analytical solution, a time period of one wavelength is
computed. The input mode is defined as boundary conditions on the input and output ports. The
left side of Fig. 3 shows the electric field strength over the longitudinal section of the waveguide.
The magnetic flux density over the cross section is showed on the right side of Fig. 3. The electric
field strength and magnetic flux density at the center of the waveguide are also computed at each
time step. A comparison between analytical and computed results is showed in Fig. 4.
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Fig. 4. Electric field strength (left) and magnetic flux density at the center of a rectangular waveguide. Solid line

refers to analytical solution and squares represent computed values.

VI. SUMMARY

In this paper we examine the generalization of the classical time domain method for high
frequency problems exploiting the Whitney complex. The duality involved in Maxwell's equations
is imposed by fulfilling one curl equation on the primal mesh and the other on the dual side. The
primal and dual sides are connected with a discrete operator representing (possibly) the Hodge
star operator in discrete spaces. An elementary test problem is shown to demonstrate the main
ideas.
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I Introduction
In the last few years, Multiresolution analysis has been successfully applied to finite difference time

domain (FDTD) technique in solving a variety of electromagnetic problems [1], [2], [4], [5]. Multires-

olution Time Domain (MRTD) approach uses Multiresolution Analysis (MRA) to discretize Maxwell's

equations in time domain. The Electric and Magnetic field components are expanded in terms of scal-
ing as well as wavelet bases. The new discretized equations can be derived by applying the Method

of Moments in space and time domain. MRTD technique has demonstrated excellent capability in

solving Electromagnetics problems [1], [2], [4], [5]. This technique lends itself very naturally to

multigrid schemes due to the combined use of scaling and wavelet functions in selective regions of the

computational domain.

The advantage of using a combination of wavelets and lower resolution scaling bases instead of
higher resolution scaling functions alone is that wavelet coefficients are significant only in the areas of
strong field variation and coefficients below a certain threshold level can be dropped without adversely

affecting the conditioning of the formulated mathematical problem. This leads to significant economy

in memory and computation time while enhancing field resolution in selective regions where both
scaling and wavelet coefficients are used.

The use of different basis functions leads to a variety of MRTD schemes, each one carrying the

signature of the basis used. Recently, MRTD based on Haar and Battle-Lemarie functions have been

successfully applied to microwave propagation and transmission problems [4], [5]. In all these schemes,

the method of formulation of the appropriate boundary condition at discontinuities is not very obvious.

This paper focuses on the methodology of applying specific boundary conditions at dielectric and metal

interfaces. Also, included is a discussion of MRTD as applied at the source region.

II 3-D Haar-MRTD Scheme
For simplicity we begin with of the 3D MRTD scheme with wavelets along the z direction. Consider

the following equation obtained from Maxwell's H-curl equation:

S9E. aH, 9H, 1
at SYH Sz.

This equation is rewritten in a differential operator form as shown below:

L,(f, (-, yý z7 t)) + L2(f2(x, y, z, t)) = q (2)

where L, and L, are the operators and fi(x,y,z,t) and f2(xy,z,t) represent the electric/magnetic fields.

We now expand the fields using the Haar based MRA with scaling functions 6 in all three directions
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and wavelet functions 0 [3) in the z direction alone. The field expansion can he represented as follows-

f(x, y z, t) =

(3)

where [O(t)O(x)O(y)O(z)] and [6(t)O(x)¢(y)tt(z)] represent matrices whose elements are the correspond-

ing basis functions in the computation domain of interest ansd [A] and [B] represent the matrices of

the unknown coefficients which give information about the fields and their derivatives.
Application of Galerkin's technique leads to the following schemes:

<[ ], L(f 1 ) + L 2(fý) >=< [€€]g >: 6¢6Schemc

< (¢€],Ll(f 1 )+ L,(f 2 ) >=< [¢9v],g >: ¢RSchcme

Thus, by sampling Maxwell's differential equations with scaling and wavelet functions, we obtain

a set of simultaneous discretized equations. For the first resolution level of Haar wavelets, the above

schemes decouple and coupling can be achieved only through the excitation term and boundaries In

the following sections, the conditions to be applied at these locations will be discussed.

For the Haar based MRTD scheme, the parallel plate waveguide shown in Fig. 1 is used to illustrate
the treatment of the aforementioned interfaces. The plates are assumed to be infinite in width for sim-

plicity and are separated by a distance of 24mm. A single mode (TEM) operation is chosen throughout

this study. For simplicity, the examples in the following sections specifically focus on MRTD scheme

with only the first level of wavelet resolution. However, this techniques could easily be extended to a

general scheme with multiple levels of wavelets.

In characterizing the circuits below, the Perfectly Matched Layer (PML) is used as an absorber.

PML can be applied by assuming that the conductivity is given in terms of scaling and wavelet functions

instead of pulse functions with respect to space [6]. The spatial distribution of the conductivity for the

absorbing layers is modeled by assuming that the amplitudes of the scaling functions have a parabolic

distribution. The MRTD mesh is terminated by a PEC at the end of each PNIL layer.

III Application of Source term in the Haar-MRTD scheme:
The considered parallel plate waveguide is excited such that it operates in the Dominant TEM mode.

A signal with uniform spatial distribution along the waveguide cross section and Gaussian time dis-

tribution is chosen as the excitation. The amplitude of the scaling coefficients at the excitation plane

is derived by sampling the excitation with pulse (Haar scaling) functions. The total electric field at

the interface of the source and its adjacent cell must be continuous. Assuming that the field variation

between these two ceils is of the first order, it can be proved that the value of the first order wavelet

coefficient is half that of the first derivative of the field. Thus, for a specific cell k with scaling and

wavelet field amplitudes E•aa and Ek'" respectively, the total field value at the position (k - 0.5)Az

equals E -,0 s= Eee +2E"a and location (k + 0.5)Az equals Ek+0 s = E•as-2E"a. . The am-
plitude of the wavelet coefficients at the excitation plane can be given by applying the continuity

condition at the interface between the source and its adjacent cell: E,, +, s = Et, +, . This leads

to the following condition on the wavelet coefficients at the source location:

k-' = D.5[Fk1 4 E2 - (4
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Figs 2. shows the scaling, wavelet and total electric fields, in a parallel plate waveguide which

is shorted at one end with a PEC, without the use of the continuity condition, at an arbitrary time
step after the incident pulse is reflected. It can be observed from the figure that the total field is not

smooth; each cell interface introduces a spurious discontinuity. This implies that the coupled wavelet

coefficients are not correct. Fig.3 on the other hand shows the scaling and wavelet coefficients along
with the total field for the same geometry after applying the continuity equation (4). The smoothness

of the total field here indicates that the wavelet coefficients have the right magnitude and phase when
the source condition is applied. Without the continuity condition, the boundary conditions are satisfied

only for the average field values (scaling coefficients), whereas, continuity condition ensures that the

appropriate boundary conditions are satisfied on the total field which depends on the average field as
well as the derivatives of the field (wavelet coefficients).

IV Treatment of PECs in the Haar-MRTD Scheme:
At the interface of a PEC, the total tangential Electric field is equal to 0. Since the location of the

origin of the wavelet function coincides with the PEC, the requirement that the scaling functions have
a zero value for this specific cell is a sufficient condition for the satisfaction of the boundary condition.
Since the wavelet coefficients indicate the local derivatives of the field, they can have a nonzero value

and can be calculated by applying continuity condition on the tangential electric field as shown in

equation (4) above. For a PEC located at cell k = 0, applying equation (4) and noting that the scaling
coefficient E00 is zero at the PEC, we obtain the following equation for the wavelet coefficients.

E,06' = -0.5[EtO + 2Et#
4  

(5)

Fig. 4 shows the reflected scaling, wavelet and total fields at an arbitrary instant of time in the
aforementioned shorted parallel plate waveguide, before using equation (5) for the wavelet coefficient

at the location of the PEC. Fig. 5 shows the same fields in the case where Equation (5) is used. The
smoothness of the total electric field obtained here in contrast to the non-smooth field seen in Fig. 3
validates the necessity of applying the continuity condition at the PEC location.

V Treatment of Dielectric Interfaces in the Haar-MRTD Scheme:
At the interface of two dielectrics, the scaling and wavelet coefficients couple, even for the first order
of wavelet resolution. Consider a dielectric interface at location k (assume the dielectric interface to be
perpendicular to the direction of propagation) for the parallel plate waveguide considered above. Let

the dielectric constant of the material to the left of the interface be cr1 and that of the material to the

right be G2. By expanding the electric flux density (D) and electric field (E) in terms of the scaling
and wavelet functions and applying the method of moments to the constitutive relationships, it can

be shown that for the first resolution level of wavelets at the interface location k, their coefficients are
related by the following coupled equations:

D"" = 0.5e0[(c,, + c,)EkW" + (c,, - cs)Er
5] (6)

Dor5 
= l.S0[(ei + c,2.)Ekas + (c,, E - cs)Er (7)

In addition to the coupled equations above, the continuity of the total tangential electric field
at nodes adjacent to the interface needs to be ensured. Following the same procedure that leads to
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equation (4), we obtain the following equations one cell to the left and right of the interface k.

= +0.5[EO _2 - 2E E6(
k-2 k-2 -Eo ~ 8

= -0.5[EO0 + 2EOO2 - Ef (9)

Figs. 6 and 7 show plots of the scaling, wavelet and total flux density with and without the use of

the above continuity equations respectively for the waveguide described above whose first half is filled

with air and second half with a material of c, = 10. As mentioned earlier, the plane of discontinuity

in this case is perpendicular to the direction of propagation. The smoothness of the total field in Fig.

6 in comparison to its roughness in Fig. 5 validates the continuity conditions in equations 8 and 9.

VI Comparison with MRTD Schemes based on Entire-Domain Ba-

sis:
When entire-domain functions are used as scaling and wavelet basis for the development of Multires-

olution schemes [2] [5], hard boundaries (e.g.PEC's) and excitation can be modeled in a similar was.
E- and H- field components are expanded in terms of scaling and wavelet functions and the discretized

equations are derived by using the method of moments. To obtain a desired excitation waveform at a

certain position , a finite number of field coefficients surrounding the source point have to be updated.

The stencil size varies from 8-12 for phase error less than 1V per wavelength. The desired spatial dis
tribution of the excitation is sampled with scaling and wavelet functions in space-domain to derive the

appropriate coefficients for the neighboring points. Usually, the source is applied in the vicinity of one

or more metallic planes. Unlike the FDTD where the consistency with the image theory is implicit

in the application of the boundary conditions, for MRTD schemes based on entire-domain functions.

this theory must be applied explicitly in the locations of Perfect Electric (PEC) or Magnetic Conduc-

tors (PMC). The total value of a field component at a specific cell is affected by a finite number of

neighboring cells due to the entire-domain nature of the basis functions. Inserting the field expansions.

the PEC boundary conditions of zeroing out the tangential-to-PEC E-field and the vertical-to-PEC

H-field can be discretized by applying the method of moments. Due to the orthonormal nature of the

expansion basis, it can be proved that the contribution of each neighbor at the location of the PEC

has to be zero,a condition that can be satisfied with the explicit appfication of the Image theory. For
example, even symmetry is applied for the normal-to-PEC electric field components and odd symme-

try for the parallel-to-PEC. The Image Theory can be implemented automatically for an arbitrary
number of hard boundaries.

Dielectric discontinuities are modeled by discretizing the constitutive relationships using the scal-

ing and wavelet functions and solving a linear matrix equation [71. Again. the stencil of the considered

neighboring coefficients depends on the desired dispersion characteristics and usually range from 8-14

for dielectrics with e smaller than 20. The conventional PML numerical absorber [8] can be extended

assuming a spatial electric and magnetic conductivity distribution in terms of scaling and wavelet

functions (6]. Generally. for MRTD Schemes based on entire-domain basis functions. the effect of

discontinuities is not numerically localized. but is seen on a nsnui-r of neighboring coefficients Never-
theless. the procedure to apply the Boundary Conditions is the same for all MRTD schemes, though

the derails of inmplementation mai be diflorrnt
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VII Conclusion
The treatment of excitation condition, PEC boundaries and dielectric interfaces for the Haar as well

as Entire Domain based MRTD schemes has been presented. These conditions have been validated by

applying them to obtain the fields in a Parallel Plate waveguide. It has been shown that using the

appropriate boundary conditions derived here is essential for obtaining smooth reconstructed fields.
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in Photonic Band Gap Materials
by Plane Wave Expansion Method

Toshio Suzuki and Paul K. L. Yu
Department of Electrical and Computer Engineering

University of California. San Diego
La Jolla, California 92093-0407

Abstract -We present a theoretical formalism to compute electromagnetic dispersion relations and
radiation spectra in periodic structures, incorporating a matrix form of Maxwell's equations based on
plane wave expansion, the dyadic Green's function, eigenfunction expansion. Poynting theorem and
tetrahedron integration method.

1. Introduction

Wave propagation in periodic structures exhibit numbers of interesting physical phenomena such
as radiation alteration. Inside periodic structures, waves unusually interact with radiators in both
frequency and spatial domains, and the process is governed by the local behaviors of the electromagnetic
modes coupling to the source radiator at the precise radiating frequency in the exact location of the
radiator. This type of irregular radiation (compared to the counterparts in free space or uniform media),
especially, enhancement and suppression of electromagnetic radiation in artificial periodic structures
which come to be called "photonic crystals" or sometimes "photonic band gap materials (PBG)
materials", is scientifically quite stimulating, and probably most useful for a large number of diverse
engineering purposes.(t~4) It has been suggested(t- 4 ,5.,8t2) that electromagnetic radiation can be
inhibited completely if radiation frequencies fall inside photonic band gaps, --frequency stop bands
generated in three- (or two-) dimensional photonic crystals. In photonic crystals, electromagnetic waves
exhibit non-free-space dispersion relations, namely, "photonic band structures", and under special
circumstances, photonic band structures exhibit frequency regions (i.e. "photonic band gaps") in which
propagating electromagnetic waves are entirely forbidden in every direction.(t~ 4)

There have been numbers of computational methods proposed in this area. They are generally
categorized into two major groups, namely, Fourier type methods (e.g. plane wave expansion
methods(~ 4 .6.7.s-1 3)) and real space methods (e.g. finite element/difference methodst- 4 ,.14-16)). In
general, both methods are applicable to any materials, dimensions, geometry, and crystallographic
structures. Compared with real space counterparts, to our knowledge, plane wave expansion methods
are known to have following advantages/disadvantages. (Advantage): (1) Easy implementation, (2)
Suitable to interpret physical meanings behind the numerical data, (3) Dense information in resulting
eigensolutions. (Disadvantage): (1) Slower convergence of eigenvalues't.7), (2) Dense matrices. The
plane wave method initially developed for dielectric photonic crystals1'-4.6.7) has been extended to more
general materials such as absorptive or active(t0), finitely conducting(tO.tt) media, and perfectly
conducting lattices(tt). The method can also compute tunneling dispersion relations(g), and reflection and
transmission coefficients through finite structures by introducing boundary functions to infinite
crystals(17). Localized waves in defect crystals have been extensively investigated with supercell
approximation based on plane wave expansion.0 4.7,18)

2. Theory

Our method for calculating radiation spectra in photonic crystals is divided in three major steps:
(1) We numerically solve the matrix representation of Maxwell's equations to obtain eigenfunctions. (2)
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The dyadic Green's function is constructed with the computed eigenfunctions. (3) The resulting radiation
power which involves a k-space integral is numerically approximated by the tetrahedron integration
method.

2.1 Matrix Maxwell's Equations (Source Free)
We expand media's periodicity and electromagnetic fields in the Fourier domain, in sums of

plane waves such as Fourier and Bloch-Flouque series respectively, for instance,

f(r) =3I F(K)exp[i K • r]. (1)
K

A(r) = I A(K) exp[i (-k+K) • r], (2)
K

where Ks are the NP reciprocal lattice vectors of the periodic structures, scalar function f(r) denotes

periodic dielectric constant e(r), or conductivity a(r) and vector function A(r) indicates E(r) or H(r) for
the E-field and H-field respectively. In periodic structures, Maxwell's equations can be easily
transformed into a set of simple matrix equations by plane wave expansion. If conductivity of the media

c(r) is finite, Maxwell's equations can be expressed as

Maxwell's Equations Matrix Maxwell's Equations

VxE(r) = i wo.toH(r), (3) TE = - iowH, (7)

VxH(r) = -i on.jE(r) + a(r)E(r), (4) TH = E00IJ5 E - iVE, (8)

"V -[P(r)E(r)] = 0, (5) KUVE = a, (9)

"V .H(r) = 0, (6) KH = 0, (10)

where co and g.t0 are the permittivity and permeability of vacuum, E and H are 3NP by 1 vectors

including Fourier expansion coefficients of the E-field and H-field respectively, T is 3NP by 3NP matrix

operator for rotation operator Vx, K is a NP by 3NP matrix operator for divergence operator V ., Ue and

U. are 3NP by 3NP Fourier expansion matrices for the dielectric and conductivity function respectively
(See reference (8)-(13) for more details). If the media contain perfectly conducting elements,
conductivity Y in the conductors become infinity. In the limit of a---o, equations (4), (5), (8), and (9)
can be further transformed by introducing the configuration potential,

1 inside periodic conductors
V(r) (1 on the surfaces (11)

0 otherwise

For photonic crystals containing perfectly conducting lattices (metal or metallodielectric photonic
crystals), Maxwell's equations (4) and (5) and periodic boundary conditions on the surfaces of the
perfect conductors can be rewritten as
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Maxwell's Equations Matrix Maxwell's Equations

VxH(r) = -i ocop0(r)E(r) + Js(r), (12) TH = escOVAE - iJ, (14)

V .[e(r)E(r)] = qs(r), (13) KIDIE = Q, (15)

Boundary Conditions Matrix Boundary Conditions

[VV(r)]xE(r) = 0, (16) [TV - UTIE = 8, (20)

[VV(r)]xH(r) = - J,(r), (17) [TII - UTIH = iJ. (21)

[VV(r)] .[e(r)E(r)] = - q,(r), (18) LI'UE = 0, (22)

[VV(r)] .H(r) = 0, (19) V'H = 8, (23)

where J is a 3NP by 1 vectors including Fourier expansion coefficients of surface current density on the

conductors, 0 is a NP by 1 vector containing Fourier coefficients for the surface charge. U is a Fourier
coefficient matrix for configuration potential, and [TV-UT] and U' are 3NP by 3NP and NP by NP

commutative matrix relations with respect to differential operators Vx and V • respectively. From
equations (7) and (8), we obtain a quadratic and cubic eigensystem as

T2E + i'(lPUVE + LO3VE = 0, (24)c C2

T(I - f-v e'TH + 0Hc = 0, (25)

where il = v'p-77c-, quadratic eigensystem (24) and cubic eigensystem (225) can be numerically solved
by linearlization scheme(

1
0,11" 13

). From (7), (14), (20) and (21). the matrix wave equations can be
expressed as

T2 E + [TV - VT]TE + cL-22UE = 8, (26)

TUEI1TH + TUVE[TV - UT]H + WýH = 0. (27)C2

By applying projection operator W2 constructed from eigenvectors of matrix U, eigensystem (26) and
(27) can be further transformed into real symmetric or Hermitian matrices,

WaT2 2WCE + c I)V-W •W 2CE = 8, (28)

T[WaWIVJ1 ]TH + QH = 0, (29)
C2
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where E = WICE, WI is the adjoint of projection operator WI and U = W2Wa =I - W1Wa. Note
matrix [W11, W21 forms a unitary matrix. If the media is not conductive (o- *0), eigensystem (24) and
(25) can be further reduced to well known eigensystems(1-4,6,7),

T2E + •-2VE = 0, (30)
C

2

TUIJ1TH + 2H = . (31)
c

2

We numerically solve a three-dimensional vector wave equation expressed in a matrix eigensystem by a
eigensystem package (e.g. LAPACK)O9), since both dispersion relations and solutions for Maxwell's
equations were prerequisites for radiation computations. The formulated matrix equations and
eigensystems are structurally simple and symmetric in the Cartesian coordinate system, which is
convenient in dealing with the dyadic Green's functions (where dyadics are usually expressed in the
Cartesian coordinates).

2.2 Dyadic Green's function
The dyadic Green's function satisfying, for instance,

a2_
VxVx×(r,t; r',t') + 12-(r) -L-G(r,t; r',t') = fd(r-r')8(t-t'), (32)

C2  at2

can be constructed with the eigenfunctions (i.e. eigenvalues and eigenvectors) computed by eigensystem
(30) or (31) in 2.1. The dyadic Green's function is given as

G(r,t;r',t')=---c - 1 f dk E (r,k)Ei*(r',-k) 0(t-t') sin[On(t-t')] (33)
(2it)r (NP) j =o,,

where the nth eigenfunction E0(r,k) satisfies homogeneous wave equation,

VxVxO0(r,k) - 4(r)En(r,k) = 0. (34)

The inhomnogeneous Maxwell's equation with a source term,
a2 a

VxVxE(r,t) + 21-e(r) tE(rt) =- a(rt), (35)
c

2  at 2  at
was then solved by the dyadic Green's function(8, 12). Assuming a Hertzian dipole located in the

photonic crystal (as in Fig. 1), namely,

J(r,t) = J(r)J(t) = Io.Qd 8(r-ro) 0(t) e-i Ot (36)

where d is the dipole moment and 0(t) is the unit step function, we obtain the radiated field expressed as
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t -iioc2 (t) . I_3N. : dk3  o(r0,k) j(r.-k) iro' - e-r~t + e-r(37)E(r,t) =_L3Pd3+(7
2(2,t) 2 112 NP n0s f Lc,) (~m,

In the steady state (the limit of t-4--o), radiation power from the dipole is calculated by the Poynting
theorem with equation (37),

- I°"t c2 rV22 t N-"Pc f d3ký lE°r°kkC[11-() I 3((A(38)
2(2Pr)3  (NP), f

2.3 K-space Integration
Radiation power (38) derived in 2.2 still contains a difficulty -- a k-space integral which cannot

be solved in closed form because the dispersion relation and eigenfunctions usually cannot be found
analytically but numerically as in 2.1. However, we can reduce this volume integral down to the surface
integral of the well-known Fermi surface integral type which can be approximated numerically by the
tetrahedron method.(20 ) Volume integral (38) can be transformed into the surface integral as,

i 1O52Oc2Tl-2TE 2NP ( d r )(39)
PLattice 2(2-)3 n = 1 jo,(k) Intu(k

Ist BZ

In the tetrahedron method, the irreducible Brillouin zones in the k-space are divided into numbers of
tetrahedra in which energy surfaces arc linearly interpolated. In these tetrahedra. the surface integral is
evaluated with the linearly approximated integrand(8-20 ). (For two-dimensional cases, triangles can be
used instead of tetrahedra.(1

2))

3. Results and Conclusion

In Fig. 2 (a), we present an example band structuret 6) for the FCC lattice structure obtained from
eigensystem (31) (NP=125). A photonic band gap appears between the neighborhood of the eighth and
ninth mode. See references (1) - (4) for various types of photonic band structures. In Fig 2 (b), (c) and
(d), the corresponding density of states (DOS), the computed radiation power and normalized radiation
power (normalized by free space radiation) are shown respectively. The position of the dipole is
(0.25,0.25,0.0) and the direction is (0, 0, 1) as depicted in Fig. 1. The results show that the total
inhibition of the emission in the photonic band gap as well strong enhancement near the band edges. The
dipole position was also shifted in the (1,1,1), (1,1,0) directions in a unit cell with the dipole moment
fixed to the (0,0,1) direction as shown in Fig 3 (a), Fig. 4 (a) respectively Our computation (plotted in
Fig. 3 (b) and 4 (b) for (1,1,1) and (1,1,0) directions respectively) indicates that the strong position
dependence of the radiation spectrum on the dipole position in the photonic crystal. In the talk. we will
also present results in photonic crystals with perfectly conducting elements computed by method of
projection operators.
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1. INTRODUCTION

Photonic crystals are a novel class of artificially fabricated structures which have the ability
to control and manipulate the propagation of electromagnetic waves. Properly designed photonic
crystals can prohibit the propagation of light, or allow it only in certain frequency regions, or
localize light in specified areas. They can be constructed in one, two, and three dimensions (1D,
2D, and 3D) with either dielectric and/or metallic materials. [1,2] The interest in photonic band
gap (PBG) materials arises from their possible applications in several scientific and technical areas
such as filters, optical switches, cavities, waveguides, design of more efficient lasers, etc. [1-2]

Recently, Mekis, et. al., showed that highly efficient transmission of light can be achieved
around sharp corners in photonic band gap waveguides. [3] They used a 2D photonic crystal
consisting of dielectric cylinders. Their numerical calculations revealed complete transmission at
certain frequencies, and very high transmission over wide frequency ranges. One limitation of
their approach is that it is two dimensional, so, one expects a leakage of the waves even for small
components of the k-vectors parallel to the axis of the cylinders and for polarizations with E-fields
perpendicular to the axis of the cylinders.

Here, we study waveguides with 3D photonic band gap materials. We are using a photonic
crystal which has been suggested and used extensively by our group. This layer by layer structure
is shown in Fig. 1. [4] The structure is assembled by stacking layers consisting of parallel rods with
a center-to-center separation of a. The rods are rotated by 90' in each successive layer. Starting at
any reference layer, the rods of every second neighboring layer are parallel to the reference layer,
but shifted by a distance 0.5a perpendicular to the rod axes. This results in a stacking sequence
that repeats every four layers. This lattice has face-centered-tetragonal (fct) lattice symmetry
with a basis of two rods. This structure has a robust photonic band gap when both the filling
ratio and the dielectric contrast meet certain requirements. The photonic band gap is not sensitive
to the cross-sectional shape of the rods. Several different structures have been constructed with
midgap frequencies at 13 GHz, 100 GHz, and 450 GHz using etching techniques and A120 3 or
Si as materials.[5-101 Recently, the same structure has been fabricated with a measured PBG at
around 2 THz using laser-induced direct-write deposition from the gas phase. [11]
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Figure 1: Layer-by-layer structure constructed by orderly stacking of dielectric rods. The pe-
riodicity is 4 layers in the stacking direction. Layers in the second neighbor layer are parallel to
those in the original layer but are shifted by a/2 in the plane.

2. NUMERICAL METHOD

We are using the finite difference time domain (FDTD) method in order to calculate the
propagation of EM waves inside the waveguide. The photonic crystal consists of circular cylinders
with 0.32 cm diameter and a center-to-center separation a=1.12 cm. There are 14 rods along the x
and y directions and the total thickness of the system along the z direction is 7 unit cells (8.9 cm).
The dielectric constant of the cylinders is 9.61 (alumina rods). In order to achieve good accuracy,
8 grid points have been used along the diameter of each cylinder, so, Ax = Ay = Az = 0.04cm.
The time step is At = 6.6 x 10-3 seconds. In order to reduce the memory and time requirements
for this calculation, a magnetic wall has been used in the y-z plane at the center of the structure,
and an electric wall in the x-z plane at the center of the structure. The excitation is created by
a dipole with its axis along the y-direction, a length of 0.6 cm, and located 1.43 cm from the
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Figure 2: The x-z plane and y-z plane slices of the photonic crystal waveguide structure taken
through the middle of the structure. Squares represent the unit cells of the photonic crystal
consisting of 4 layers of rods with one rod in each layer. The shaded area shows the section where
we put the waveguide. D is the position of the dipole which creates the excitation. The dashed
lines indicate the area where the electric fields are plotted. Dotted lines indicate the locations of
the magnetic (MW) and electric (EW) walls.
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beginning of the waveguide (see Fig. 2).
The waveguide is created by introducing holes in the structure (grey area in Fig. 2) and filling

these holes with alumina. It consists of two connected sections. The section which is parallel to
the z axis (see Fig. 2) has a square cross section in the x-y plane with width of 0.82 cm. The
section which is along the x direction has a width of 0.82 cm and 0.95 cm along the y and z
directions, respectively.

The grid points used in our calculation were 240 by 240 by 264 along the x, y, and z directions.
The numerical space is terminated with second order Liao boundary conditions. [12] The present
method has previously been used to study the problem of dipole antennas placed on top of layer
by layer photonic band gaps structures. [13]

3. RESULTS

Figure 3 shows the magnitude of the electric field in a plane parallel to the x-z plane, 3 x AY
above the center of the waveguide structure. The slices shown in Fig. 3 are 4 unit cells wide along
both x and z axes. The origin of the x axis is the center of the waveguide structure; only one half

of the structure is shown since the plane x=0 is a magnetic wall (see Fig. 2). The slices along the
z axis start one and a half unit cells from the beginning of the waveguide. Similarly, in Fig. 4, we

show the electric field in the same waveguide in the absence of the photonic crystal. Dotted lines
in Fig. 2 represents the part of the structure in which the fields in Fig. 3 and 4 are presented.

We can clearly see how the wave is marching along the waveguide by comparing the 3 panels
which correspond to three different times. For example, in Fig. 3a, the wave is just past the bend

of the waveguide while in Fig. 3c, the wave is more than 3 unit cells past the bend.

There are some important differences between Figs 3 and 4. As we can see in Fig. 4, for the
simple waveguide cases, there is a considerable amount of power leaking out of the waveguide.
This leakage is greater in the area close to the bend. The leakage is much smaller in the case
where the waveguide is enclosed by the photonic crystal.

Comparing the maximum of the fields two unit cells before and after the bend, we find that for
the simple waveguide case (Fig. 4c) the maximum of the fields is almost 3 times smaller after the

bend relative to the maximum of the field before the bend. In contrast, the maximum of the field
is almost the same for the case where the waveguide is covered with the photonic crystal. This
is an indication that with the addition of the photonic crystal the wave is more confined inside

the waveguide. We are currently working on the calculation of the Poynting vector along the two
sections of the waveguide which will tell us how much power is transmitted along the bend of the
waveguide.

However, it seems that the wave propagates more slowly when the photonic crystal is added.
The field patterns for the simple waveguide case at T = 2300 x At and 2900 x At are very similar
indicating that the wave has reached a steady state condition in this particular region. In contrast,
when the photonic crystal is added, the field patterns at T = 2300 x At and 2900 x At are different
especially for locations more than 3 unit cells after the bend. The slow down of the wave when
the photonic crystal is added is related to the confinement of the wave in that case. We expect
that when the wave is confined its velocity decreases. Calculations of the phase velocity are in
progress and they will clear this point.
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4. CONCLUSIONS

We studied photonic crystal waveguides using the finite difference time domain method. WVe
found that by embedding the waveguide in a photonic crystal and operating inside the region
of the full band gap, leakage due to the bending of the waveguide can he significantly reduced.
However, the wave is slower in the photonic band gap waveguide case. In the future, we will study
similar cases where the waveguide is filled with air. We will study also the individual sections of
the waveguide using the plane wave expansion method. [1,2] Using that method, one can calculate
the dispersion of the waves inside the waveguide. [3]
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Figure 3: The magnitude of the electric field propagating in a photonic crystal waveguide for
T= 1700, 2300, 2900 At (a, b, and c panels respectively). The frequency is 12.5 GHz.
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Figure 4: The magnitude of the electric field propagating in single waveguide for T= 1700. 2300,

2900 At (a. b, and c panels respectively). The frequency is 12.5 GHz.
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Is there a relationship between a random and an ordered composite
mixture?

W. M. Merrill, S. A. Kyriazidout and N. G. Alex6poulosn
Abstract

This paper investigates the accuracy of representing a disordered mixture of materials (randomly distributed)
with an equivalent homogeneous effective response, or conversely of representing the complex dispersive electro-
magnetic response of a disordered mixture with an equivalent ordered mixture. First, the accuracy of replacing
a disordered mixture using effective parameters representing an equivalent homogeneous material is considered
in general, and then specifically for a quasi-static analysis of mixtures of coated spheres. In the quasi-static
regime there is also shown to be equivalence between the average field in as amorphous, disordered mixture
of coated spheres and the field in an ordered simple cubic lattice arrangement of the same coated spherical
inclusions. Next, numerical simulations of the array factors of a randomly filled linear and planar arrays are
considered (assuming non-interacting elements) as a conceptual model to study the average and variance of
the coherent combinations of the scattered field, and better understand the local and global properties of the
disordered mixtures electromagnetic response.

I. Introduction

Engineering applications may require materials with both a specified electromagnetic response at a specific fre-
quency as well as a desired frequency response around that frequency. Disordered mixtures of materials provide
one method to design this electromagnetic response, as well as other possible benefits such as lower cost or more
attractive mechanical and thermal properties. However, to design these disordered materials the dependence of
the material's electromagnetic response must be well characterized in terms of the properties and volume fraction
of each component and must result in a reproducible or unique response so that the same type of mixture can
be expected to have similar EM properties every time they are manufactured. This paper explores the validity of
representing a disordered mixture with its average response.

In this paper the disordered mixtures considered are limited to two-component (binary) mixtures, for which one
component can be considered a host material in which the other component is randomly distributed as inclusions.
These disordered mixtures will be considered to be specified only by the materials used for inclusion and host, the
shape and size of the inclusive particles, and the set volume fraction of inclusions (p) or host (1 - p). Within this
description each disordered mixture will have multiple realizations due to the various possible configurations that
represent each possible random distribution. One focus of this paper is to describe how similarly the electromagnetic
response of each iteration is (i.e how large the variance is) and whether that response can be well represented with
an ordered equivalent effective material. In addition the possibility of representing the disordered mixtures average
response in terms of an equivalent ordered mixture is considered. A completely random distribution is assumed
in all disordered mixtures considered in this paper. In actual mixtures the inclusions would not be completely
randomly distributed, but would be subject to constraints dependent on the mixing process utilized, such as the
breaking up of very tenuous clusters if the mixture is mechanically stirred.

II. Equivalent Average Response versus Variance

Generally a disordered mixture is represented with its average response to an electromagnetic field in terms of effec-
tive complex parameters iel and Pfrj. These effective parameters describe the average electromagnetic response
expected of the disordered material and represent a homogeneous material which if it replaced the disordered
medium (i.e. of the same size and shape as the total disordered region considered) would create the same average
field either scattered from or within the material. This is represented in Figure 1. For this assumption to be
true the disordered mixture must be much larger than the inclusion size (as) so that the most likely distributions
of inclusions can be well represented and so that the scattering from all the inclusions will average out in an
ergodic sense. These constraints require either that the wavelength in the effective material be much larger than
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EE Dept. UCLA, Los Angles, CA 90095-1594, kyria@ee.ucla.edu
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the inclusion size (Ar1 ! >> ao), which is considered in section III. and [1], or that the electromagnetic response,
which can be represented with an effective permittivity and permeability or as an array factor A, (that is the
effect of combining coherently into an array factor the scattering off all inclusions, assuming all scattered field to
have the same form), has a small variance about its average value when comparing different likely locations of
inclusions for a given volume fraction. Consideration of comparison of the Clausius-Mossotti equation to describe
the average quasi-static response of disordered mixtures of coated spheres and the Rayleigh formulation which
assumes periodic spheres are shown to coincide in section III., for low volume fractions of inclusions To investigate
the average response of disordered mixtures when the local scale of the mixture is on the order of wavelength a
simplified model of the disordered mixture is used, with each inclusion representing an element of an array. The
array factor of this array is treated in a simplified manner in section IV. by considering all inclusions to be of the
same form and to scatter the same incident field so that mutual coupling or multiple scattering between inclusions
is neglected, and the incident field on each inclusion is of the same phase and magnitude for each inclusion

feh

E

Figure 1: Representing a disordered mixture's average response as an equivalent homogeneous material

III. Quasi-static mixtures

First we compare quasi-static formulations for an ordered and a random mixture composed of identical, spherical,
lossy particles dispersed into a homogeneous nonlossy dielectric. The spherical inclusions are plain or coated with a
resonant dielectric layer (Lorentzian medium). We compare the EM response of a random mixture of spheres with
that of an ordered arrangement of spheres in a simple cubic lattice by determining the dispersive behavior of the
effective (average) permittivity and bulk conductivity of the mixtures. We examine the response of this medium
in the quasi-static limit , where the size and spacing of the particles are small with respect to the wavelength.

For low density media, i.e., within range of validity of the effective medium theory (EMT) Clausius Mossotti
model, we compare the results between a random and an ordered arrangement of spheres. The results are in
excellent agreement indicating that the ordered structure is an excellent representation of the random medium
when the quasi-static analysis is applicable.

A. Amorphous Composite

An amorphous composite, with random arrangement of spheres, is analyzed in terms of the Clansius-Mossotti
model which considers the dipole approximation of the induced field. The effective permittivity [21 is given in
terms of ch, 2, C3 , the permittivities of the core , layer and host, respectively, as

1 + 2fo'
eqf! = r3 1 - fo' (1)

The volume fraction f is given in terms of the number density N of scatterers, and o' is the dimensionless
p o la r iz a b ilit y w it h f 3 ( 2 + r + ( I - ( 2)

3 b, - 2 (2

and r = (a/b)
3 

is the ratio of the core to the total volume of the coated spheres.

B. Ordered Composite

A mixture of plain or coated spheres occupying the sites of a simple cubic lattice is analyzed in terms of a method
devised by Lord Rayleigh [3] and extended more recently for the calculation of the conductivity and magnetic
permeability of a lattice of conducting spheres[4, 5, 6]. We apply this method for the case of coated spherical
particles [7]. In fact this formulation is a rigorous semi-static solution and takes into account all muhtipole moments
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in the expansion of the induced field which are ignored in the EMT approach. Thus it also extends the analysis to
high density media. Following the analysis in [4, 5, 6, 7] a formula for the effective permittivity of coated metallic
spheres in a simple cubic lattice configuration is:

4ff = C3(i+ 3f (3)
where,

A(f) = -e - f + 1.3045 Rsf
t

ois + 0.0723 R 5 f14/
3 

- 0.5289 Ri'7/
3 

+ 0.1526 R~ft, (4)

the volume fractin f is f = 3 , b is the radius of the sphere, c is the lattice size,

1 + _L (1 p)2
R1 1+ ,andp, = (a) (5)

C. Comparison of effective permittivities

The dispersive properties over four frequency decades for the plain conducting spheres immersed in a nonlossy
dielectric are shown in figure 2. The medium exhibits Debye-type permittivity. We observe a complete agreement

"ONCOA- e SP.ERn .A- PH-

4.

1 2 12 .1 o 1

Figure 2: Model comparison for uncoated inclusions (a, is sphere bulk conductivity).

between the ordered and disordered models at filling fractions up to f = 0.1, which is maintained at higher f with
only slight disagreement until f > 0.3. The disagreement between these approaches for dense mixtures is attributed
to the fact that the Clausius-Mossotti formula accounts for only the dipole moments of inclusions, rather than
disagreement between the response of the ordered (Rayleigh) and disordered (Clausius-Mossotti) mixtures since
spacing of inclusions are assumed to be much smaller than wavelength in both cases so the field in the disordered
mixture should average to the field in the ordered mixture with corresponding volume fraction f.

For a composite with coated spheres the analogy is apparent in figure 3.

IV. The array factor of randomly dispersed non-interacting scatterers

To investigate the variance between disordered mixtures formulated with the same types of inclusions, host material,
and volume fractions of each, we use as a simplified model the array factor of a randomly filled array. This array
factor assumes that all the inclusions are non-interacting and so does not give a model of the self-similar structure
which is built up (and becomes infinite at the percolation threshold) as inclusions are brought in contact to form
complex continuous clusters. However, the array model does describe the variation in spacing between inclusions as
more inclusions are added and how any constraints placed on that spacing can create fluctuations in the scattered
field on average within the disordered structure.

A. Randomly Filled Linear Array

First, a randomly filled linear array is analyzed such as represented in Figure 4. This array represents a one
dimensional disordered mixture of inclusions (the inclusion type is general since only the array factor is investigated
although each inclusion is considered to scatter the same incident field).
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Figure 3: Model comparison for inclusions coated with a highly resonant dielectric (c, is sphere core conductivity).

For a one dimensional array along the z-axis the magnitude of the array factor is written for an Mf site array
and spacing d, neglecting multiple scattering following [8] as:

IA. I .i X-j3, 6

where {X,;-n = 1,2,3,...M is a Bernoulli random process with P[X9 = 1) p, with expectation E[X,] = p
and variance Var[Xc ] a pa-spf. The propagation constant in the surrounding media is assumed to be that of free
space for the host material ar = 2r/ay , 0 is the angle measured off the z axis (the array axis in this can-)s d is the
spacing between sites, i1 represents the amplitude of the incident field at each inclusion which is assumed to be
the same andin phad e a eah i rnclusion and normalied to one The epctation of this array factor is

M

E[IAoI] = p • - p IA.(p = 1)1 (7)

and the variance is:

Var[iAalj Var[X,]d S = (p- pt) d . (p p
2
) IAo(p = 1)1 (8)

The variance in equation (8) is seen to go to zero only at zero filling, complete filling (when the structure is

completely ordered), or at the angles coinciding with nulls for the completely filled array. This variance however.

is calculated by considering all possible sites in the array to be filled with an independent filling probability of p
rather than what is stated as the constraint for the material that the inclusions had a set votlme fraction and

so the filling of each site can not be considered completely independently. Thus if the first Mp sites are filled
all the remaining sites should be empty (considering each site filled in the array to represent a volume fraction

of 11M in the mixture modeled, i.e. to represent one inclusion with a volume fraction 1/M). As a result tch

expectation and variance for a disordered mixture which is considered to have a set volume fraction of inclusions

(as would be expected for one mixed batch of a disordered mixture) will not be predicted by the above formulas

Figure 4: Randomly filled linear array, each circle (shown equi spaced) represents a possible element (inclusion

location) with each filled sphere represents a scattering inclusion or occupied location on the array
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However, upon parceling the original batch up, a wider range in filling fractions would result per portion although
any potions which contained a wide deviance from the initial mixture ratio would most likely be screened out in
the manufacturing process.

In order to investigate the expected value and variance of the magnitude of the array factor of a randomly
filled lattice, numerical evaluations of randomly filled linear arrays are investigated in a Monte-Carlo simulation.
The number of combinations possible at a given filling probability p increases drastically as M increases (at p=0.5
the number of possible combinations is larger than 2

4
/M) thus rather than sum up all possible combinations and

average, random locations in an M sized linear array are filled until a filling fraction of sites of p is achieved, then
numerous iterations of this process are used to determine the expectation and variance of the array factor (with the
convergence of these values determining when enough simulations had been performed). Plots of the expectation
(figure 5) and variance (figure 6) are shown, for a 500 site linear array at various lattice spacing between sites of
possible occupation, for a half filled linear array p = 0.5 (d/l is the spacing of possible element locations normalized
to the wavelength in the surrounding host material, i.e. the spacing between sites). For a 500 site linear array
(half filled so 250 scatterers) upon comparing averaging of 4000 iterations and 10000 iterations the difference are
within five percent.

500 element linear array. p=0.5, 4000 iterations 500 element linear array, p--0.5, 4000 iteratons

-20!

o 4-0 0001ds 41o001-10 d,=O.. , *• •... .. ..
@" ~ ~ ~ ~ ý d4-. .. 80 •-.

C -15 do=t1.0 .d0--0.0001

d l=t O . . -100 d4 =0 .0 01
o 2 0 -" = 0 ,0 1S-20 , ... ." " : ; • 120 d/l=O.1 ..... '
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Figure 5: ElDA4I) computed from Monte-Carlo simu- Figure 6: Normalized variance Var(IA3I)/(E[IA!])2
lation of linear arrays. for randomly filled linear arrays.

As expected for spacing between lattice sites (between sites of possible occupation) much smaller than the
wavelength the variance predicted goes to zero (as demonstrated in section III.) and for drl = 0.0001 is below the
machine error in the calculation thus giving the highly oscillatory behavior of this case in figure 6. The expectation
of the normalized array factor decreases from being isotropic in 0 to predicting highly directional scattering with
an apparently even sidelobe level around -28dB since the array is only one dimensional. Evident in the case that
d/l = 10 are peaks which result from the constraint that each lattice site is a set distance d apart. These peaks in
figure 5 result when all the scatterers act in phase and so ftd m cos 0 is a multiple of 2r.

Next, the expectation and variance of the array factor at different filling fractions is investigated. The variance
is seen to remain constant as the filling fraction is increased contrary to the prediction of equation (8). This is
demonstrated in figure 8 which along with figure 7 are plotted for a 500 site array with half-wavelength spacing
between sites, for various filling fractions. The variance goes to zero at both endpoints p = 0 and p = 1 however
while it monotonically decreases as p approaches p = 1 their is an apparently discontinuous drop at p = 0 due
to the discrete nature of the array. Once two sites are filled their is large jump in the possible array factors as
compared with one site when there are no coherent combinations and thus a variance in the array factor of zero.
From figure 7 the expectation is seen to peak at broadside where in the far-field all scattering off each element is
in phase and the average scattering off broadside decreases as p increases or as the number of scatterers considered
increases. The expectation also does not change linearly with p as predicted by equation (7).

Next, in order to more accurately simulate a completely disordered random mixture, the numerical simulation
of the array factor of a randomly filled linear array array is extended to randomly spacing the possible locations
of sites. Possible spacing between sites are considered as a continuously distributed random variable in [0, 2d/l] in
order to give the same average length as for the equi-spaced randomly filled sites. The expectation and variance for
a 500 site half filled linear array are shown in figure 9 and 10. The most noticeable effect of changing the spacing
from an ordered structure of sites to random spacing is the smoothing of the expectation and the elimination of
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Figure 7: E[IAaI] for a randomly filled linear array. Figure 8: Va,(IAaI)I(EIIAIj])7 from Monte-Carlo
simulation of a randomly filled linear array.
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Figure 9: E[IAol3 of a randomly filled linear array Figure 10: Normalized variance Vua.(IAl)/(E[jA.II)-
with site random spacing uniformly distributed from for a randomly filled linear array with random site
[0, 2d/A0]. spacing uniformly distributed from [0, 2d/A 0].

the peaks in the expectation for the IOA spacing.

B. Randomly filled Square Array
As an extension to the treatment of the linear array of non-interacting scatterers a planar array of non-interacting
scatterers in the x - Y plane is treated in the same manner. For this planar array the array factor can be written
as: 4M N M N

IAarl X ýj Zensn ,ein9o(d~m-sO~d,-n6)l X_ Zaened .~eod ~ (0)
7m=tn=1 =1

Then following the same procedure as for the linear array the expectation and variance for an array in which each
site is independently filled with probability p are: E[IA,,I) = plA,=(p = 1)j and Var[IA1.,l] = (p-p

2
)IA.,(p = 1)1.

Plots of the expectation and variance of the numerically simulated array factor for a constant filling fraction
are shown in figures 11 and 12 for randomly filled and randomly spaced sites in a square array (M=N=25). These
plots show the array factor versus 0 the angle off the normal to the array (the array is in the z - y plane) for a
0 = 7r/4 cut (along the array's diagonal). The main difference between the plots of the array factor for the planar
array and for the linear array is that the average distance between closest elements decreases so that the average
spacings between possible element sites must be larger for comparable isotropic nature and variance as compared
to the linear array.

In addition the effect of size of the square array (that is to say the number of elements or scatterers considered)
is investigated through computing the expectation and variance of the array factor for various sized square arrays
all with p = 0.5 filling and d/l = 0.5 spacing an shown in figures 13 and 14. The array factor becomes less isotropic
as the array becomes larger as expected, the variance however appears to stabilize to around -lOdB for most of
the angular range, except at broadside where since all elements combine in phase regardless of spacing in the z - y
plane the variance goes to zero.
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Randomly filled 25)05 planar array, p=0.5, 4000 iterations Randomly filled 25x25 planar array, p=0.5, 4000 iterations
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Figure 11: E[IA.,1] for 4 = 7r/4 off the normal to the Figure 12: Var(IA pI)/(E[IAApI])2 for 4 = 7r/4 and
array, and random spacing uniformly distributed from random spacing uniformly distributed from [0, 2d/Ao].
[0, 2d/A0].
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Figure 13: E[IJAp )I for various sized square arrays, for Figure 14: Var(IAapI)I(E[fA.al])
2 

for various sized
0 = a/4 and site spacing uniformly distributed in the square arrays, for € = r/4 and site spacing uniformly
range [0, 2d/Ao]. distributed in the range [0, 2d/Ao].

V. Conclusions

To determine when a disordered mixture can be represented accurately with an equivalent ordered structure two
regimes are considered. The first regime is when the inclusion size and average spacing between inclusions is
small compared to the wavelength in the surrounding material, and the second is when the local spacing or size
of inclusions is on the order of or greater than the wavelength so that coherent scattering from inclusions must be
considered on a local scale within the disordered mixture to describe the mixture well. In the first regime the local
scale of the mixture (local to inclusion size) is small compared to wavelength and thus within one wavelength the
spatial variation within the mixture is well represented so that all coherent scattering effects will average out, and
only small variation in the electromagnetic response is expected for disordered mixtures fabricated in the same
process with the same types of components. This conclusion is supported by a quasi-static analysis of the average
effective permittivity of an amorphous mixture of coated spheres and of a corresponding ordered mixture, as well
as by the numerical investigation into the array factor of a randomly filled array. This result has been utilized
in quasi-static analysis of disordered mixtures to generate effective permittivities or effective permeabilities which
present the same EM response as the disordered mixtures modeled [1]-[7[, [9]. In the second regime the coherent
interactions between the waves scattered off inclusions must be accounted for on a local scale. As demonstrated
through the variance of a randomly filled array the average response characterization of a disordered mixture
is only likely to be accurate to about a -lOdB power level or within about 30% for the array factor. Thus in
designing or describing composite mixtures this possible variance between mixtures must be incorporated into the
analysis or design. To account for other global properties in the disordered structure (such as the effect of the
self-similar structure of clusters which form) possible phase progression and dependence between the scattered
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fields at each scatterer must bc taken into account in this array model The same average behavior and variance
is expected in multiple scattering of widely spread inclusions as the same distribution of scatterers will scatter
each multiple scattered field (assuming the mixture is large enough and the spacing of the scatterers is randoro
enough to average out any additional effects due to phase progression of the scattered field, loss of power due to
scattering, and absorption in the material) and so for non-contacting mixtures. or disordered mixtures without a
global structure, the average response should characterize the mixture with about the same accuracy However.
when self-similar clusters form (such as near the percolation threshold for the inclusions as is considered briefly in
[9]) the global structure of these clusters must be accounted for, for example within an equivalent ordered material
(either homogeneous effective material or equivalent ordered structure).

Two types of ordered representation are considered in this paper. The first is a representation of the dis
ordered mixture with an effective permittivity or effective permeability representing an equivalent homogeneous
material. In this representation all the spatial and frequency dispersion (boundary conditions within the disor-
dered structure) are represented through the functional dependence (value, anisotropy. and time dependence) of
the effective permittivity or permeability. The second model considered represents the disordered mixture in terms
of an ordered material in which the ordered boundary conditions provide the same electromagnetic interaction
as for its disordered equivalent. The Rayleigh and Clausius-Mossotti analysis of mixtures of spherical inclusions
demonstrated the equivalence of the effective permittivity description for both an ordered and disordered model
when a mixture of coated spheres in a host can be treated quasi-statically. The randomly filled array demonstrated
some of the differences in the two structures, such as the averaging out of all nulls and side lobes for the disordered
mixture. To create an accurate comparison the ordered equivalent presents a problem in that the periodic nature
of the ordered structure must be suppressed, or a deterministic equivalent must be generated without the periodic
response. For example in considering the equi-spaced linear array, even with random filling, as the spacing became
larger than wavelength the periodicity of the lattice structure imposed a structure on the average array factor not
seen in the randomly spaced array counterpart.
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Abstract - Synthetic materials in which new electromagnetic properties are obtained from the combination of two or more
materials have been of theoretical and practical interest for nearly a century. The ability to explain and predict the
properties of these materials has traditionally relied on combining physico-mathematical models of the effective
environment seen by the various constituents of the mixture with some assumptions about the way these microscopic
properties should translate into macroscopic homogeneous parameters. Thus, even in the simplest case of the binary
mixture, with every new set of assumptions, a new effective medium theory (EMr) results, and, with each new theory,
stronger claims of correctness and applicability are made. This issue of correctness becomes critical when the properties
of one of the constituents is unknown a priori and the claim is made that by inverting the fit of experimental results to the
EMT model those properties can be ascertained. For this inverse procedure to be possible, the E2.4 theory should not
only be coreect, it should be unique in the analytic sense. In this paper, a generalized framework is developed through
which the analytic properties of all binary mixture EMVfTs can be deduced and compared. In the process it is shown that in
the complex plane of the variable u = i/(e-1), it is straight forward to separate the morphology dependent properties of
the EMT from its dependence on the susceptibilities of the components. The frequency dependence of the EMI model as
a function of arbitrary complex properties of the filler is easily summarized as a compact sum of the po

t
es of a complex

function.

I- Introduction

The synthetic composite material is the mainstay of the advanced engineering structures of our century, and its
importance continues to grow as we approach the next one. The motivation for initiating this program is the multiplicity
of Effective Medium Theories (EMTs) that can be found describing one or more aspects of binary mixtures. Which
theories are right, which are wrong, where the assumptions apply and where they break down, whether the empirical data
supports them or not, are all questions that the investigator must face in attempting to choose an EMT to model his
particular material. If the EMT is to be used for analysis as well as synthesis, specially in the solution of an inverse
problem, an unambiguous answer to these questions becomes even more critical. All these concerns can be summarized
into one practical question: Does one "best" EMT exist which most accurately models most materials?

Such an EMT would have to account for all the phenomena encountered in binary mixtures. These can be
summarized as arising from five major variables involved in the physics of an effective medium: the host permittivity, the
filler permittivity, the volume fraction, the frequency, and the total effective morphology of the mixture. The latter is an
intricate function of all the parameters affecting the output of the manufacturing process. Therefore, the question that
must be addressed by a truly useful EMT is: Can the output of a real manufacturing process yield arbitrary forms of this
effective morphology, or is there a set of most probable characteristics common to all mixtures? In other words, just as
the properties of an ensemble of Avogadro's number of gas particles can be summarized with a few state variables, is it
possible that the average properties of a mixture can be likewise summarized with a few parameters? For the answer to be
positive, there must be certain universal properties of mixtures that are independent of the filler and host particulars. In
this paper it is established that binary mixtures of dielectrics have certain analytic properties that are indeed universal. It
is further shown that these properties are compactly summarized as a sum of poles of a complex function. Such a sum of
poles has as its only parameters the strengths of the poles and their positions.

1t Derivation of the analytic model

Let us focus our attention on EMIts that yield local, homogeneous, effective permittivity values for the ensemble
of particles. It follows that the microscopic granularity of the material occurs on a scale that is small compared to the
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wavelength. Therefore the properties of the medium can be derived by considering the quasi-electrostatic limit, and it is
in principle derivable from a solution of Laplace's equation over a representative parcel of the medium. Therefore,
consider such a parcel of unit volume as suggested in Figure 1, inserted between the plates of an ideal capacitor. The
effective relative permittivity of the medium, c,, is defined as the ratio of the capacitance of the capacitor when filled
with the medium, to the capacitance of the empty capacitor. What are the limiting properties of the effective permittivity?

First, they must depend on the properties of the
filler and host. Since free space is always present in filler
and host, the quantity of interest is the susceptibility e. =
e.,-l and its dependence on em. = e,, -1 and the filler's 8 r
volume fraction, p.

When the properties of host and filler are held
fixed, the dependence on the volume fraction has the
following trivial limits: At p = 0, e.f f+l = c, and at p =
1, e., ea . In addition, it is reasonable to expect for most
materials that the following assumption is valid: ff the
morphology of the filler does not permit 100% filling (as in
the case of a monodisperse ensemble of spheres), then for
purely real filler and host (with e.>c,)•, at the maximum PMC
volume fraction, egp = p) = e., ",. Where e., " is the Figure 1. An ideal capacitor filled with a unit
maximum value of the effective susceptibility, when the volume of the mixture can be used to define the
filler properties are held constant. This is the limit of the effective permittivity.
assumption of process uniformity. Namely, that whatever
manufacturing process was used to yield a mixture of
volume fraction p, will yield a similar mixture when p is increased to p+dp. This statement is more restrictive than the
requirement that the partial derivative of e. with respect to p be continuous because it also implies that, for the case of
purely real filler and host, e, is a monotonic function of p. Such a requirement is reasonable for most materials because
the addition of greater amounts of filler should move the mixture towards a greater resemblance to a pure filler medium
It should be noted that chemical mixtures in which a critical volume fraction of one component can trigger a phase
change that dramatically alters the morphology of the mixture do not obey this rule.

Assuming for now that Eý_ = 1, and that the filler permittivity is purely real and greater than 1, then when the
volume fraction is held fixed, the dependence on the filler properties has the following trivial limits: At cut., = 0, e,'-O.
At e,.,= oo , cedf e.ff . Where ew is the maximum value of the effective susceptibility at a given constant volume
fraction. Obviously, this maximum is in general less than or equal to the filler's susceptibility. Therefore if we define the
new variable,

u= e*u---(1

then e.,(u) has a maximum at u = MO, and a minimum of O at u = ioo . The finction e,(u) is a monotonically decreasing
function of u for all imaginary u.

When ec, is allowed to be complex (that is, when the radiofrequency is non zero), the analytic function
properties of u as a function of frequency are also uniquely defined (within a 90 degree rotation): Wherever in the
complex frequency plane e.u, has zeros, u has poles, and wherever e., has poles, v has zeros. Wherever c., is an
analytic meromorphic function, u is analytic and meromorphic [I]. Similarly, we expect eato be analytic over the same
range that eg,, is analytic. Knowing this, we can now inquire as to the properties of the function e.(u) for complex
a=U,+iuc.

First we recall that the permittivity function hassa special symmetry in the complex frequency (•sn• +jm) plane.

c(-*) = e.(n) (2)

Then, given that the only frequency dependence that can enter a quasistatic EMT comes from the frequency
dependence of the filler,

_ (" i "
e.5(s) =f(e,,,,morphology, p, .=.)- ,) =g(u) (3)
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Now let, o) ---> --wo*

t--*))(4)

Since the filler is a real material, its susceptibility must have the symmetry of equation 2:

St = L- =_ -*) (5)

Likewise, since the effective medium is a real material it too must obey the symmetry of equation 2:
,?d(--*) = ee * (M) = g*(u) (6)
And so, equations 3 through 6 imply that:
g*(U) =g(-u') ('7)
So that the causal symmetry of the permittivity as a function of complex frequency implies a causal symmetry of

the effective susceptibility as a function of complex filler susceptibility. And since the complex filler susceptibility maps
one-to-one to the complex variable u, the effective susceptibility has causal symmetry in the complex it plane. Figure 2
illustrates this similarity between the permittivity function and the effective susceptibility function. The analytic function
properties of the permittivity function in the complex frequency plane mirror the analytic function properties of the
effective susceptibility function in the
complex u plane. e

Both functions have a finite real ef
maximum (or at worst a simple pole) at the UR.)) !
origin. Both functions tend to a finite limit
(=0 for susceptibilities) as co goes to
+infinity or as u goes to +infinity. Both
functions have causal symmetry about one (eeff
axis. In the upper ca half plane the
permittivity is known to be devoid of poles o '(4 )
or zeros. In the case of the effective CO-"
susceptibility, since the upper u half plane r(a) e() e r
corresponds to real values of the Figure 2. The analytic function properties of the permittivity
permittivity it can have no poles or zeros gpemither. Thereetahae ac o esreroa function in the frequency plane (a) mirror the analytic properties ofeither. Therefore the Cauchy Riemann the susceptibility in the u-plane.
integral can be closed over that half plane
and the real and imaginary parts of the
functions must form Hilbert Transform pairs. Most importantly, the functions can be continued into their respective
lower half planes to obtain their representation in terms of poles. Since this has already be done for the permittivity
function [1] we can apply that knowledge to the effective susceptibility.

The only difference between the work of [1] and the present application is that the known data for permittivity as
a function of frequency is known along the axis where the function has both real and imaginary parts. Whereas here,
since we have assumed the filler permittivity to be purely real, u is purely imaginary, and the effective susceptibility has
only taken real values. Nevertheless, just as it is easy from the shape of the permittivity curves as a function of frequency
to deduce the poles contained in a given set of permittivity data [2], it is easy to deduce from the effective susceptibility as
a function of real filler permittivity the poles associated with the given mixture (or EMT). By virtue of the analyticity of
the functions involved, once these poles are known, everything about that given mixture (EMI) has been defined,
uniquely.

From the results of (11 it follows that all binary mixture EMTs defining an effective susceptibility as a result of
adding a dielectric filler to a host must be expressible in the form:

e )= .( + •:8)

where r is the uth pole located in the lower half plane. When this pole is on the imaginary axis (-u•) the function of
equation 8 has the limiting form of a Debye relaxation function. When the pole is off the imaginary axis, equation 8
yields a Lorentz resonance. Once the poles are found, not only is the function known for all real filler values, it is also
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known for all complex values of the filler. This analytic continuation into complex filler values can be performed on
numerically computed as well as experimentally measured data.

Note that by the method of derivation, the five major variables that detennine the properties of the mixture have
been reduced to three: filler permittivity, total effective morphology and volume fraction. The host permittivity has been
eliminated by normalization to 1. And the frequency dependence has been included implicitly through the frequency
dependence of the filler. It can be shown that accounting for non-unity complex host values is straightforward within this
analytic framework, however, because of space limitations, that derivation cannot be included here. Of the three
remaining independent variables, the filler permittivity comprises the complex plane in which the effective susceptibility
function exists. Therefore it follows that the two other variables must correspond to features in this plane. The total
effective morphology is summarized by the sum of poles of equation 8, and the effect of the volume fraction (consistent
with the uniformity assumption) is to modify the strength, quantity and position of these poles. Therefore, whenever we
cast a given EMT expression in the form of an effective susceptibility as a function of u, we will call that representation
the morphology function.

m - Application of the model to the cataloguing of EMTs

It is first convenient to define the limiting forms of EMTs. The minimum effective permittivity for any binary
mixture that preserves three dimensional symmetry is the case where all the filler particles are collected into a single
cubical region of volumep (side I = Vp- and cross sectional areaA = P) at the center of the unit volume parcel.

Similarly, the maximum permittivity with three dimensional symmetry would be obtained if the filler particles were
combined into a single region which lines the sides of the cubical unit parcel. In this arrangement the maximum amount
of uninterrupted Displacement vector can flow from one capacitor plate to the other through the high dielectric filler
material. This case is clearly equivalent to collecting all the air in the unit parcel into a cube of volume (I -p centered

in the unit parcel. By adding the elementary capacitances in these configurations we concludc that:

Cmin= I-A+ 1 (9)

FA A
Let t = I - ,then

Smax 1 (10)eff = t I
+ .20 ~!L

These two expressions turn out to be derivable from one of the oldest EMTs, the Clausius-Mosotti expression.
For the minimum case of equation 9, the Clausius-Mosotti expression is simply modified by derating the volume fraction
term with the ratio of the dipole moment of a dielectric sphere to the dipole moment of a metal sphere of the same
dimensions: (e-l)/(c+2). Thence:

+p,+2
Seca= , - (11)-

This expression is also known as the Maxwell-Gamet formula. The case of the maximum is obtained by exchanging the
roles of the filler and the host in the Clausius-Mosotti expression. Therefore, we call this the Reverse-Mosotti expression:

1+2(1 (12)
--(l-p)ji

The equivalence of equations 11 and 12 to the sum of capacitance approximations of equations 9 and 10 is easily
demonstrated by plotting the effective permittivity as a function of volumc fraction, for a fillcr dielectric constant of 1000.
The lower solid line of Figure 3 is the Cinusius-Mosotti (CM) expression, the upper solid line of the figure is the
Reverse-Mosotti (OM) expression, the dashed lines nearly overlapping them are the capacitance expressions. The reason
these expressions are important is that they frame the space in which all EMTs must reside. They represent the two limits
of total effective morphology: The first is a filler that never percolates until p=l (CM), and the second is a filler that
percolates immediately, even at p=0 (RM). Note specially that the CM expression converges to Maxwell's expression,
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SMaxwell=l+
3
pZ" (13) 1000

1s2
as p goes to zero, whereas the RM expression does not. Instead, it RM
eonverges to:

-Pz + 3(14) ~ 5

Clearly, any given arbitrary binary mixture must have a
behavior as a function of p that lies in between the two boundaries
of Figure 3. How much of the filler percolates and how much t' 0
remains isolated, as a function of p, will dictate where its curve -

falls in that space, and what its low p limit is. It is impossible to
declare, a priori, that all binary mixtures must tend to the Maxwell
limit This is borne out by Doyle and Jacobs [3] who have shown 0 0.5 1

that extreme particle morphologies can have such unexpected volume fraction
effects as percolation at very low volume fractions and the Figure 3. The upper and lower bounds of any
formation of large hollow clusters. Both phenomena violate the EMT are given by the Reverse-Mosotti and
Maxwell limit. Clausius-Mosotti expressions

Let us derive the total morphology function for these two
limiting cases. By replacing e with 1+ilu in equation 11, and
assuming p>O, it is easy to show that, along the upper imaginary u axis:

eeff~,m(u,) ( 3'-p) 1_i+ (15)

This is exactly the form a classic Debye relaxation takes on the imaginary frequency axis:
D -1 = 1tj~x =, 1.=s - (16)

Thus, the quantity 3p/(1-p) plays the role of the excess permittivity , , u plays the role of the frequency, and 1-p plays the
role of the relaxation frequency. For the RM expression it is easier to work with the equation 10. After some algebra it
can be reduced to:

eeff, (uj)= l[2t(1-t)+t2]+t(l-t) l- (17)
Uil 1+-I+-f

So that, in the case of the Reverse-Mosotti equation, the total morphology contains a pole at u,--0 of strength 2t(1-0)+e
and aDebye pole of strength t(1-t) located at Ui = -(1 -t).

Consider now the Asymmetric Bruggeman EMT [4] obtained from solving the equation:

filler,-eff _ Ie 3 (18)
rfilUe •host - (1 - e) h

Although as a function of p, this EMT is significantly different from CM (see Figure 4) , it consists of a distribution of
Debye terms with relaxation frequencies so close to each other that it can be represented by a sum of only two terms.
(Figure 5). This EMT does not percolate until p=1. On the other hand, the spherical cluster theory of Doyle and Jacobs
[3] recast for non metallic inclusions yields a dielectric mixture that percolates at p=0.63 (see Figure 4). Its total
morphology contains a pole at u=t for p=0.63, but essentially only one Debyc term below this threshold. In Figure 5, the
morphology functions for the EMTs are shown as solid lines. To show how close they are to being single pole Debye
curves, two such functions are plotted as dotted curves. The Asymmetric Bruggeman EMT is slightly flatter than a single
pole of strength 14.8 at u;=0.039, while the Cluster theory is nearly identical to a single pole of strength 48.4 at u,=0.012.

As was done with these two functions, any desired EMT can be plotted as a function of u, and its poles
numerically extracted by a suitable optimization procedure. Note that the differences between the two theories in the
volume fraction plot of Figure 4 do not translate to significant differences in morphology. The lesson to be learned is that
the volume fraction dependence curves can be deceiving. They reveal something about the total strength of the poles of
the function, but not much more than that. And even this information tends to get lost if the curves are generated using
conducting filler.
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Figure 4. The Asymmetric Bruggeman (AB) EMT igure 5. Despite the differences in the EMTs of

(dashed line) and the Spherical cluster (SQ) theory Figure 4 at p-0.6, their morphology functions (solid
of Doyle and Jacobs (doffed line) are similar at low lines) arm very dlose to single pole Dehye expressions
volume fractions, p, but differ at high p. (dotted ines).

For reasons that will be explained in section IV, the most realistic EMTs should contain multiple Debye terms in their
morphology function. They should also allow for the possibility of early percolation, which implies the existence of poles
at u,=0. And the approach to percolation should be characterized by a rapid increase in the spread of relaxation
frequencies of the constituent Debye terms. One EMT exhibiting all these features is based on Percolation Theosy 15],
regularized to tend to the correct limits as p goes to 0 or I. Figures 6 and 7 shows the behavior of this function, given by
the solution to equation 19, for a percolation threshold p, of 0.3. Figure 6 shows the function on the volume fraction
plane. Figure 7 is a plot of the morphology function as the percolation threshold is approached from above and below.

b
2

x3 = (h +aux)
2  (19)

•h• 1-h1
5  

- l -pc+hpc .€P-Pc
where eeff=X fierfl h =i "a 1+ l÷ j_' b=pI+(-pC) + hP P Pc

PC

10000I

_p--0 .4

2.i00 _

,eqn 19 .' p=O

CM CM

0 0.2 0.4 0.6 0. I .I61

volume fraction .0.0 o01 Olui 1 10 100 u00

Figure 6. Volume fraction dependence of the Figure 7. Morphology function for the EMT of

realistically percolating EMT of equation 19. equation 19, for pc=0.3, p-=0.06, 0.2, 0.4
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As done for the other EMTs, the poles of the morphology function for equation 18 can be extracted by a suitable
optimization procedure. The solid lines in Figure 7 correspond to the following expressions:

for p=0.06, eeff= 0.09+ 0.092 (20)1I+ '.- I+ o.-i
0.6 0.038

for p-0.
2
, eeff=+ -0.28 0.28 + 0.28 + 0.75 (21)I1+ -L' 1+--" I+O- -" 1+0.---

0.6 0.05 0.015 0.0035

forp=0.4, eff= 0.52 + 0.52 + 0.52 + 2.2 +0.021 (22)

1 +- ±L +-Ll I+ __ 1+ " '0.6 0.08 0.02 0.009

As the percolation threshold is approached from below, the relaxation frequencies of the poles spread apart. One
pole travels towards the origin and makes contact at p = p,, and remains there, growing, as more material is added.

IV- The connection between dispersion in the u and m planes

Consider a binary mixture properly described by an EMT that has been expressed in terms of its total
morphology function as a sum of several Debye terms. For arbitrasy complex u:

e. u) = Yý Aý (23)nI - i u---

Let the filler's permittivity be I +i0. Then, u = -m and therefore 35 is:

eeff= I An (24)

where
eon -MU (25)

is the Debye relaxation frequency of the nth term. Therefore, to every Debye relaxation in the u plane corresponds a
Debye relaxation in the ii plane. This case of the purely conducting Mfiler shows that the morphology function in the u
plane can be observed in the aD plane. In particular, any binary mixture which is represented by a morphology function
with multiple u-plane Debye relaxations, will also exhibit a highly dispersive, multiple relaxation behavior as a function
of fi-equcncy. This is precisely the behavior of highly filled synthetic dielectrics. Figure 8 shows a plot of the permittivity
of Emerson & Cumings' LS-20 carbon loaded foam material.

(a) 1105 - T II (b)I'
0  

I I I I I I

1-104 1.104

100 -"' g 10 morphologyZ. oo -- 100-

100 0 nenn0
10 Real X CO0.1 01

.1 .log frequency 0.1
0.01 1 1. 1 1ogfrqs~enc"s

3 4 5 6 7 8 9 10 11 4 5 6 7 8 9 10 11

Figure 8. A manufactured carbon loaded foam exhibits a highly dispersive permittivity (a)
(data=points, fit-lines). The form of the morphology function can be seen in this plane (b).
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In Figure ka, the published data is shown as points and the lines represent the closest physically realizable analytic fit to

that data. Since the morphology function in the u-plane mirrors the value of the susceptibility along the imaginary axis in

the s-planc, it can be evaluated from this data. This is the soid line of Figure 8b, superimposed on the Real and

Imaginary parts of the analytic fit of the permittivity (points).
The multiple Debye character of this frequency domain data (6 poles were used) is typical of most filled lossy

materials. Therefore, by the connection between dispersion in the frequency domain and dispersion in the u-plane it
follows that most effective media must be rich in Debyc poles. This is why realistic EM'Fs must exhibit this behavior.

V- Conclusion

The synthetic dielectric composite is becoming increasingly important as an engineering material. The binary
mixture, as its simplest instance, is the prototypical testbed for all theories that attempt to explain and predict its

properties. An understanding of its functional behavior and its dependence on frequency, filler properties, host properties

and the myriad parameters that result from the manufacturing process can only form a tractable problem if that behavior

can be summarized in a few "state" variables. In this paper an analytic framework has been proposed that identifies those
variables. The most important of those variables is the total morphology of the mixture, the result of the sum total of all

manufacturing steps that yields a unique network of filler particles, clusters and chains inside the host medium. It has

been shown that this total morphology, regardless of the manufacturing process, or the filler and host particulars, must
take the form of an analytic function in the complex s-plane. This function can be compactly represented as a sum of

poles whose locations and trajectories determine the behavior of the mixture.
It was pointed out that not all EMTs converge to the Maxwell limit at low volume fractions. On the volume

fraction plane, early dispersing mixtures tend to align with the Clausius-Mosotti expression, while early percolating
mixtures tend to align with the Reverse-Mosotti expression. The connection between dispersion in the u-plane and

dispersion in the frequency domain led to the observation that realistic morphologies must contain multiple Debve poles.
Therefore realistic EMTs are expected to transition from the CM limit to the RM limit as chains and clusters form, and

induce percolation. By comparing the morphology of these candidate EMTs with the morphology that can be physically

expected from a given manufacturing process, the engineer can select a realistic EMT that best fits that process. Once the

EMT is selected, the morphology is fixed and can be used to examine the full range of material values obtainable from the

manufacturing process as a function of filler and host properties.
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Introduction

Higher magnetic moment materials are required for magnetic storage media and high
permeability magnetic materials are needed for VHF to microwave electromagnetic
devices and applications. The advent of nanostructured materials holds the promise
of providing these properties with very small nano scale grain structure. The ability
to control the RF penetration of these nanostructured magnetic materials appears to
lay in understanding the conductivity of these materials. The conductivity is
proportional to the electron mean free path. This paper will discuss the effects on
conductivity of finite grain size and various width gaps or barriers between individual
grains. A Monte Carlo model has been devised to calculate the effect of tunneling
between grains on the bulk conductivity of the material. The reduction in conductivity
for various separations of grain boundaries are presented. The final conclusion is that
the effect of tunneling on bulk conductivity for magnetic materials is small if the
intergrain separation is more than about 20 angstroms (about 10 atomic diameters).

Conductivity, Grain Size, and Magnetics

The interaction of an electromagnetic field with matter, especially thin films, is a
strong function of the conductivity, permeability, and permittivity of the material.
The depth of penetration of a field into a surface is often described by the skin depth
which is the depth at which the electric field intensity has decreased by l/e or about
63%. The skin depth can be described by a complex number indicating a phase shift
is also involved.

For materials with large grain size, the main effect on skin depth is due to
permeability. The grain size can strongly influence the magnetic behavior as shown in
Figure lI(]. In storage applications, the coercivity of a material is quite important.
Measurements by Herzer [1] indicate that for 5 common magnetic systems, the
coercivity is a function of grain size. Permeability and grain size have been linked as
described in Figure 2 [2] for manganese zinc ferrites. This paper will describe the
connection between grain size and conductivity.
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For a material with a grain size equal to many electron mean free path lengths, the
size of the grain has little effect on conductivity. It is when the dimensions of a grain
or material, such as a thin film, approach the electron mean free path length that
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Figure 1. The effect of grain size on five common magnetic materials systems [1].
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Figure 2. Grain size effects on permeability with wt% as the parameter for Manganese
zinc ferrites [2].

the conductivity is affected. The impact on conductivity of having a very thin planar
material is displayed in Figure 3 [3]. The normalized conductivity o/Oo is plotted as a
function of the thickness, X, of an thin slab (a slab that is infinite in two dimensions
and very thin in the third direction) with thickness normalized to the bulk electron
mean free path length. The three solid curves represent various assumptions about
the electron scattering at the boundary. P=I would corresponds to a simple specular
reflection (the largest P shown is 15/16) and P=O then corresponds to a random
reflection direction. The dashed curve represents the measured results. As is shown,
the conductivity decreases dramatically as the slab becomes thin compared to an
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electron mean free path. This research presented in references 1-3 motivated the
calculations reported here on grain effects on conductivity.

52 -

2
'-I til -s |

Figure 3. The electron mean free path length as a function of the thickness of an
infinite planar slab of conductor [3].

Grain Size, Gaps, and Tunneling

As described earlier, when grain dimensions approach the electron mean free path
length, a decrease in conductivity would be expected. A typical path length at room
temperature is about 200 angstroms. Thus nanostructured materials are within the
range of this phenomena. A very simple calculation was done that assumed the grain
shape was square and the grains were regularly spaced on a rectangular lattice. The
Monte Carlo calculation presented here was done to find the effect of the grain size
on conductivity. With reference to Figure 4, a random number is used to pick an
initial location for an electron. A second random number determines the angle, 0, of
travel for the electron.

0 i S

A a

Figure 4. Square grains and electron paths for the Monte Carlo calculation of
effective electron mean free path length.
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The first case treated was for an insulating grain boundary which did not allow the
electron to tunnel to another grain and continue its path. In this first case, if the
distance from the starting point to the boundary of the grain is more than a mean free
path, the electron path is assigned to be one mean free path length. If the distance is
less than one path length, the path length becomes the actual distance between the
starting point and the boundary. The path length for many thousands of simulated
electrons are then averaged to get the new mean free path length. If the grain shape
had been circular, the expected result would be that the new average path length
would be half of the grain diameter when the grain diameter was at or less than the
mean free path length. For the square grain used here, the result should be a little
greater as the electron can travel further when it is going in the direction of one of the
four comers. Figure 5 shows the result of this calculation and as expected the new
path length is slightly longer than the grain dimension. In Figure 5 the effective mean
free path normalized to the bulk mean free path is plotted as a function of the grain
size, A, as in Figure 4.

0.0.

07,I

Figure 5. Reduced effective electron mean free path length verses square grain size
for infinite intergrain gaps, isolated grains.

The new path length varies smoothly from a very small value for tiny grains to an
asymptotic value (the bulk mean free path length) as the grain size becomes large
compared to the bulk mean free path. The effect is only strongly evident when the
grain size is below 200 angstroms. It is worth noting that there is an effect of a few
percent even when grain sizes are several thousand angstroms.

The most efficient way to extend the path from one grain to the next is to assume a
resonant coupling between energy levels in atoms on either side of a grain boundary.
Under this condition, the electron does not experience an energy loss and thus travels
its full mean free path. The probability of this occurring is given by the tunneling
probability. The Monte Carlo calculation reported here was done for several gap
widths. Figure 6 ahows the effect on the effective mean free path due to intergrain
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tunneling. The axes are the same as in Figure 5 with the various curves referring to
finite gap widths between grains. The effect is only evident when the gap length is less
than 20 angstroms. This case is often met in practical materials where grain
boundaries are defined by dislocation, inclusion, and voids. The effect is still not a
very strong one.
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Figure 6. Tunneling effect on the effective mean free path for various intergrain gaps.

If a larger gap is assumed, a potential barrier theory would account for the change in
new mean free path and thus conductivity. The wave function of the electron
decreases in amplitude exponentially as it traverses the gap. This mechanism would
not be as efficient as the resonant tunneling effect. Since the tunneling calculation did
not indicate a significant increase in conductivity, it would not be expected that
barrier penetration would be a strong contributor to electron path length.

Conclusions

When nonstructural materials have grain sizes below the 200 to 400 angstrom range,
the conduction of the material will be effected by the grain size. The skin depth will
be greater and thus provide stronger interaction between RF fields and the material.
Conductivity effects extending between grains are not likely to prove important if the
gap exceeds 30 angstroms regardless of the mechanism. If the grains are touching
such that the energy bands of the surface atoms of each grain are overlapping, the
conduction will be anisotropic and greatest in along the axis of the joined grains. The
question then arises as to whether to consider this case as two or more grains or
simply as a larger agglomerated grain with a larger characteristic dimension. The
control of the conductivity of a material is key to their application at higher
frequencies. A better understanding of grain boundaries and impurities on the
boundary will lead to the effective tailoring of the constitutive parameters.
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Numerical Computation of the Complex Dielectric Permittivity:
FFT-Based Hilbert Transform Approximation

of the Kramers-Kronig Relations
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Introduction

The complex nature of some physical parameters is such that their frequency-dependent real and
imaginary components cannot be specified independently from each other [1]. This is the case for the
complex dielectric permittivity, C(to)=e'(o)+iC"(to), and the complex magnetic susceptability,

(o)---'x' (t)-i' (), where the coupling between real and imaginary components is provided by the
Kramers-Kronig relations, one of the most commonly encountered cases of dispersion relations in
physical systems. Since e((o) provides a parametric relationship for the interaction of solids with
electromagnetics fields, then the Kramers-Kronig relations becomes the analogous to a data compression
algorithm for this relationship, i.e., only the real or the imaginary component of the complex function is
necessary to fully define its operation.

For semiconductor materials c(m) also becomes a fingerprint tof the physical phenomena acting
in the medium; these phenomena include electric field profiles, doping conenetration profiles,
temperature variations, etc. It is this underlying information provided by the dielectric permittivity which
allows its use as a diagnostic parameter from which to extract, isolate, identify, and fully describe
physical effects. Because of these features, information about e(o) becomes particularly suitable for
modeling and analyzing multilayer and non-symmetrical semiconductor structures.

In most experimental procedures the dispersion relation of the real and imaginary components of
a complex physical parameter are obtained simultaneously. For the complex dielectric permittivity this is
achieved by photoreflectance measurements where both amplitude and phase readings provide a full
description of the complex function. However, occasions arise when only one of the components of the
complex function can be readily obtained from experimental procedures or theoretical analysis. In these
cases the other component must be found through the Kramers-Kronig relations [2,3]. The analytical
technique which defines one component in terms of the other i the Hilbert transform s'nee the real and
imaginary parts of the complex function are Hilbert transform pairs. To construct this Hilbert transform
pair is not an easy task, in most instances we cannot produce an analytic function, i.e., an equation,
which fully describes the frequency-dependent readings of the known component in order to obtain its
Hilbert transform. Even if we were able to produce such a function, we have no guarantee that the
solution is a managable equation which is easily computed by numerical methods. Fanning et. al. have
demonstrated an efficient numerical algorithm that constructs the imaginary part of the complex magnetic
susceptability from its real part based on the computation of the Hilbert transform with Fast Fourier
Transform (FFr) techniques. This approach untilizes the speed and common availability of FFT
routines in commercial packages to compute the complex magnetic susceptability without the need to
produce analytical solutions.

In this paper we show that the complex dielectric permittivity of semiconductor materials can be
numerically computed from its imaginary component following a similar computational algorithm to that
used by Fanning et. al. Because of the cyclic nature of the computation, it is possible to make use of
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Fourier transform properties to apply currently available Hilbert transform routines in commercial
packages directly on experimental readings without need for unit conversions. We then show how this
technique works efficiently for semiconductor materials such as GaAs and InAs when the spectral
bandwith of the experimental readings is relatively large. We have not included the effects that limited
bandwidth or bandpassed spectral readings of e"(o) have in constructing e'(wo); additional signal
processing techniques are required in such cases to construct an accurate respresentation of e'(o) over
the sampled range of E"(o)).

Complex Dielectric Permittivity

The induced electric polarization P in a semiconductor material is due to the causal response of
the medium to an electric field E as given by [4]

P(t) =o Eý f(t - -) E(t) dz(1

where X(t) is the electric susceptability of the medium and eo is the permittivity of free space; the
integration over r is from -- to t since the response P(t) results from the excitation field before time t.
Since

D(t) = E, E(t) + P(t) (2)

we find in the frequency domain

D(-o) = E(oj)E(o)) (3)

by taking the Fourier transform of equation (2), where

E(.) •eb +eo X(r)e' dr (4)

is the complex dielectric permittivity function and eb is the background permittivity of the medium.
Since X(t) is a real function, from the symmetry properties of the Fourier transforms we see that

,-(o)) = E * (0) (5)

If we write e(o) in terms of its real and imaginary parts,

E (ol) = E'(O)) + Li '(a)) (6)

we find that

(-)= '(o) (7)

"(-o•) = -e'(oI) (8)

in other words, e'(o) has even symmetry about the origin, while E"(0)) has odd symmetry about the
origin.
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In addition to the previous physical description of e(O), the Kramers-Kronig realtions provide a
way to specify s'(wo) and 6"(o) in terms of each other by

+(I)= sb+-!J (cdo (9)
7'r "Wo- o

i"co = *1 --- , d (10)
7Z, W0-0

Under low electromagnetic field conditions we can assume that the system remains linear and causal so
that the relations just desribed hold.

Numerical Computation of the Hilbert Transform

The Hilbert transform of a function x(t) is defined as

i•(t)= _1,* x(t) = 1 3 x(;L)• A(GI)

Irt r1_) t-A

where * indicates the convolution operation. The Hilbert transform operation corresponds to phase-
shifting all frequency components of x(t) by 900 and it is equivalent to passing the signal x(t) through a
linear system with frquency response

(12h(t) = n 12
7rt

whose Fourier transfer function is given by

H(f) =-jsgn(f) (13)

Using the convolution theorem, equation (11) can be written in the frequency domain as

i.(f) = H(f)X(f)= -j sgn(.f)X(f) (14)

where i(,f) and X(f) are the Fourier transforms of i(t) and x(t) respectively. From the previous
section we see that equations (9) and (10) are of the same frequency-dependent integral form as equation
(11) and can be rewritten as

-, (CO - 1, o r - -"() (15)

e"(o) - ! • ao)'= ý'(co) (16)

where co in equation (16) dissapears since the Hilbert transform of a constant value is zero. We see
clearly in this new representation of equations (9) and (10) that they are indeed Hilbert transforms of
each other.
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Rather than describe the implementation of the Hilbert transform or "noise-free derivative" in the
frequency domain, which happens to be a straightforward and methodic algorithm, it is of far more
relevance to prepare the experimental data of e"(o) to produce E'(to) in a fast and easy to hanlde
manner. While the Hlbert transform is more easily thought of as a phase-shifting procedure once the
information is transformed to the frequency domain, we need to consider that the experimental data is
already a function of frequency. We overcome this fact by the duality principle of Fourier transforms;
thus, the experimental data is more conveniently written as

e"(t) = C "( - ) = e"(-f )(17)

where the last equality arises from the cyclic nature of the overall computation, i.e., variable scaling into
one domain is cancelled when the data is transformed back to the original domain. Because we need
both positive and negative values of e"(t), we use the symmetry property outlined in equation (8) and
write the data to be Hilbert-transformed in the following format

e"(t) =-e"(cd) (18)

e '(-t) = E"(g ) (19)

The frequency-dependent function represented by equations (18) and (19) is first Fourier-transformed
with the FFT routines and then Hlbert-transformed by phase-shifting as described in equation (13).
Once this operation is performed the inverse-FFT returns the Hilbert-transformed vesion of e"(t).
Backtracking our previous steps we see that

" = "(-oi) = 4"(w) (20)

and therefore e (co)i =Eb - i"(tO) = Eb + i"(t) (21)

such that the real part of e(ow) results directly from the computation of equation (21). So far the steps to
obtain the complete complex dielectric permittivity has been outlined but a few items remain to be
clarified. The experimental data set which has been used to produce e"(wo) assumes that equally spaced
samples in frequency have been taken and that a DC or f=O value has been included. Large spectral
bandwidth is also necessary to guarantee that the integral form of the Hilbert transform, with range of
[.ooJ, is approximated as accurately as possible by the numerical computation. Band-limited samples
require additional signal processing similar to those used in short-time Fourier transfroms and wavelet
transforms [5,6].

Applications to Semiconductor Materials

The need to test this technique on known Hilbert transform pairs is imperative, but must become
a simple computational exercise. For this purpose we have found that the complex dielectric permittivity
properties of semiconductor materials provide the needed and essential ground for proving the
effectiveness of this procedure. Figure 1 and Figure 2 show experimentally obtained complex dielectric
permittivity components of InAs and GaAs respectively [7] with the computed real component also
shown. It is clear from these figures that the computed real component of E(o)) is to some extent
accurate, although slight variations arise in places where the original e"(co) changes rapidly. This
problem is inherent to the frequency domain-based Eilbert transform computation, and is similar in
nature to frequency-based derivative operations.
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Conclusions

The possibility of providing a full picture of the complex behavior of physical phenomena from
either the real or imaginary component becomes a useful tool when limitations arise in the experimental
analysis of different materials or when theoretical computations prove to be managable for only one of
the components. Furthermore, it can be used to improve and speed up some experimental procedures
and modeling processes by reducing the information required in order to completely understand the
events at hand. It is for this reason that to numerically compute the complex dielectric permittivity
making use of the Hilbert transfrom pair relation between its real and imaginary components becomes
immediately applicable to the understanding of semiconductor structures and materials.

The computational outline described in this paper shows encouraging results and proves its
usefulness in studying the optical properties of semiconductor materials. A clear advantage arises from
the simple data manipulation which allows for available computational algorithms and routines in
commercial software applications to be used. One of the original objectives of the analysis was to
provide an implementable and practical methodology to study and model physical phenomena in
multilayer semiconductor structures. Even with this early success, additional work is required for cases
when the available data sample is limited in bandwidth and the ideal limits of the Kramers-Kronig
relations become bounded by the finite sample range.
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Abstract

The effective permittivity function has been calculated for a dense amorphous mixture
consisting of a dielectric host loaded with lossy spheres coated with a highly resonant di-
electric layer. The problem is solved exactly by assuming an ordered rather than random
arrangement for the inclusions and thus applying the Rayleigh model for the composite
medium. This study completes our previous examination of a sparse such material and
indicates the existence of two sharp narrow-band transparency windows in an otherwise
reflecting spectrum. Unique only to the dense medium is a characteristic region with
real permittivity function less than unity, applicable in printed circuit antenna systems.

1 Introduction

Media with frequency selective properties have been traditionally constructed by form-
ing periodic structures of size comparable to the wavelength, for use in radomes, filters,
multiband antenna systems or radio frequency absorbers. In reference [1], we presented
an alternative approach of creating filtering properties from an amorphous composite
structure based on the physical resonant properties of the constituents and the geom-
etry of the inclusions. In this manner, a bulk material rather than a lattice formation
is used to manipulate and shape electromagnetic propagation. In particular, we consid-
ered an amorphous sparse composite consisting of a dielectric loaded with lossy spheres
coated with a highly resonant dielectric layer. The concentric geometry of the inclu-
sions simulated a similar structure which was postulated in order to explain the optical
transparency of water according to the Analytic Theory of Dielectrics [2]. Based on the
Theory of Effective Media (EMT), our analysis revealed a lossy, reflective medium over
its entire spectrum, except of two narrow-band transparency windows with adjustable
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depth, shape and positioning controlled by the choice of constituent media and geometry.
In the present work we complete the analysis by extending it to high density media

beyond the limits of the EMT, i.e., for filling fraction greater than 0.35, where the size of
spherical inclusions increases up to the point where they almost touch. Our motivation
is to examine the effects on the window formation and in particular the window shaping

capabilities. This extension requires a rigorous semi-static solution, beyond the dipole

approximation of EMT, that takes into account all multipole moments in the expansion
of the induced field. The analytical study of such structures is possiblc in terms of a
method devised by Lord Rayleigh[3] and extended more recently for the calculation of
conductivity and magnetic permeability of lattice of conducting spheres[4, 5, 6]. In the

Rayleigh model the composite is represented by a simple cubic lattice of coated spheres
imbedded in a dielectric host material. The regular rather than random arrangement
of the inclusions is a very good approximation in the case of a random medium that is

dense. Moreover, it allows to take into account all multipole interactions analytically in
the form of a series expansion in powers of the filling fraction[6].

The design of the dense composite medium complements and completes our previous
study~l] of a sparse medium with transparency windows in the bulk. to be applied for
fabrication of Thin Absorbing Films. A result that characterizes uniquely the dense
composite is the existence of a region of real effective permittivity, •f~, less than unity.
Such media are shown to be valuable for antenna applications since when used as sub-
strates in multilayered geometries they lead to elimination of surface waves and thus

increased antenna efficiency[7].

2 High-density Medium - Rayleigh Formalism

The Rayleigh model is applied to an infinite simple cubic lattice of identical spherical
coated particles depicted in figure 1, where.

Figure 1: Composite with concentric inclusions.
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A
EI = El - j 4ira-, C2 = 1 2 A I 3 = 43 (1)

W4 w-2 +jwr
are the permittivities of the core, layer and host dielectric, respectively. The medium
response to an external slowly-varying electromagnetic field is given by the solution of
Laplace's equation. The multipole expansions appropriate to the core, shell and exterior
of this central sphere are:

r<a: Vi(r,0, )=CO+ Cm(r Y,_ (0,), (2)

oo i(r ib bi+1lr V2(r,0, )=Do+ _(Am- m +Emb+-) Yim(O,), (3)

0oi( rt b1+1

1=1 
(=-A

respectively. The symmetry of the problem requires V to be antisymmetric in 0 about
0 + 7r/2 and symmetric with 0 about 0 = 7r/2 which yield:

I = 1,3,5 .... m = 0,±-4,4-8... (5)

The coefficients Aim, BIm, Cim, DIm, Em are determined by applying the standard
boundary conditions at the interfaces among core, shell and host' media

Bim Ri Aim (6)

where,

RI 1 '+ •Pi - (l--p) (/a\2i+i 1 - (7)
+ = , + P'+_(l-pi)' Pi = b 1+ T+ "

In the limit E2 -4 C or r -- 1 we obtain

R, --ý 1+1 (8)

which is precisely the value for uncoated spherical inclusions.
A second relation among A and B is obtained by means of the Rayleigh technique

which utilizes the periodicity of the system. The idea is to recognize that in equation
(4), terms with negative powers of r are contributions to the potential coming from
induced multipole moments on the central sphere, while terms with positive powers of r
stem from the multipole moments on all other spheres and the external field:

I i fr"
1  

I (o b 1+1

A =i m=-i + E/rcosO BI Ym=-0IýiI ( k)
(9)
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This is an identity with respect to r valid in the immediate environment of the central
sphere. The subscript s enumerates all spheres except the one at the origin and r.. 0_. ,
are the coordinates of the observation point r with respect to the center of the sth
sphere. Referring to figure 1, we have:

r, -- r- a,

R,= aci+•cý,+c, +,, -,, h = 0=:1,:=2 ..... (10)

The simultaneous solution of equations (7) and (9) determines the quantity p = Blob'
which is precisely the dipole moment per sphere in the presence of all other spheres, that
is, taking into account the multipole moment interactions with the external field as well
as the interactions among spheres. Following the iterative solution of ref. [6]. the effective
permittivity is found

Cf=E31+ C(11)

where,

A(f) = EBb 1 - f + 1.3045 R 3f 1
0/3

+0.0723 R5f' 4
/

3 
- 0.5289 R3f17 /3 

+ 0.1526 R7 f6 (12)

where, the volume fraction f = 47b
3
/3c

3
, c being the lattice size and R1. as given in

eq. (7), expresses the composition of the spherical inclusions.

3 Transparency Windows

The dispersive properties of the novel composite over four frequency decades are shown
in figure 2. For r -* 1 the resonant shell disappears and the effective medium exhibits
Debye-type permittivity represented in dashed line.

The narrow-band, low-loss transparency windows are driven by the Lorentzian per-

mittivity of the coating. Such dielectric functions are common in spectroscopy and they
represent atomic phenomena which may be modeled to a great accuracy by the single or
multiple damped oscillator model[8]. The values of the Lorentzian parameters. r, wo. A.
indicated in the figures actually represent quantities scaled with respect to the core con-
ductivity ao (with units sec-' in the Gaussian system of units). The values chosen for
these parameters reflect known spectroscopic data[9]. In particular, the parameter A.
also known as the plasma frequency, A = Lop, when computed from its fundamental
definition[8], is estimated to be the same order of magnitude as the resonant frequency
ws.

Similarly to the results of the Clausius-Mossotti model[l], the window location de-
pends exclusively on the Lorentzian parameters given as

_,h,= =o, (1 + A/•,)1 1 2
. (13)

The window formation for a variety of r, f values is depicted in figure 3. In particular.
the bandwidth depends mainly on the layer thickness and increases for thicker shell.
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4 Real Effective Permittivity Less than Unity

The dispersion of the real effective permittivity, shown in figure 2a. also exhibits in-
teresting characteristics in dense media. In particular, as the filling fraction becomes
larger, the right-side disturbance of figure 2a increases in depth and width. The distur-
bance drops below unity for filling fractions above 0.30 and becomes negative for filling
fractions greater than 0.46, as indicated in figure 4a. These results are even more pro-
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Figure 4: Region -cc < c~ff < 1 from Rayleigh formulation of dense composites

nounced as the real part of the permittivity of the core increases. Moreover, according
to figure 4b, this region becomes broader with increasing layer thickness.

The values -oo < f•ff < 1 characterize a medium with quite unique properties
in the sense that the phase and group velocities are greater than the speed of light
in vacuum. Nonetheless, Brillonin and Sommerfeld[10. 11] have shown that these are
physically realizable media, satisfying the causality requirements and characterized by
the non-local nature of the wave propagation. Accordingly. it may be shown that the
actual speed of signal propagation within our composite is less than the speed of light
in vacuum and the physical picture of the wave propagation does not have the standard
features. The wave packets are not formed in some strictly localized region. but rather
consist of initial transient waves. the 'Sommerfeld" and 'Brillouin precursors', followed
by a steady-state wave propagating in the medium according to the given complex
permittivity functions. In particular, during absorption the amplitude is diminished
according to the complex nature of the refractive index. The performance of a thin film
made out of the novel mixture is described in figure 5.
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Figure 5: Thin film performance in normal incidence.

5 Conclusion

We have combined two items, namely, the physical sharp resonances of the medium
used in the layer, and the particular concentric geometrical design, to create a novel
medium with natural frequency selective properties exhibited in the bulk. We have
analyzed a dense such medium in terms of the Rayleigh model which gives an exact
characterization of the medium response to an external slowly varying electromagnetic
field. In comparison to the design of the sparse medium[1] we observe a similar window
formation with a small (less than one order of magnitude) increment in the window
depth.

The artificial composite is seen to have two interesting engineering applications.
First, it constitutes a lossy reflecting medium exhibiting in the bulk two narrow-band,
sharp, transparency windows within its entire spectrum. Such a medium may be applied
as a Thin Absorbing Film, bypassing the drawbacks of traditional media. Secondly, it
possesses a region in the frequency spectrum where the real dielectric function is less
than unity. This property is applicable in printed circuit antenna technology since it
may result in enhancement of antenna efficiency. This is due to the elimination of surface
waves[7] which requires thin substrates, thus leading to a diminished radiative power,
unless such small permittivities are used.
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Finite Difference Formulation - Expanding the Capabilities

by Kent Davey
2275 Turnbull Bay Rd, New Smyrna Beach, FL 32168-5941

Abstract - The finite difference method has an attractive simplicity in handling partial differential equatlon. In its dasical
implementation, It lacks flexibility in matching arbitrary boundaries and in grid reftinensent. This paper explores a method
that greatly expands. the flexibility of the finite difference approach, even allowing for a random placement of grid points The
partial derivative terms are rapidly computed in terms of the atarest aeighbors. The technique is successfully applied to a two
dimensional Laplacian problem. The technique has the drawback that the solution b somewhat depeadent on the grid. When
the points are "too random", the solution accuracy declines.

Introduction
Finite difference techniques and their electrical network models have been useful over the years [1]. It is

commnly taught that finite difference methods cannot easily handle irregular boundaries [2]. A generalized finite
difference approach fits any geometry and is easily refined to achieve higher accuracy [3]. Grid refinement is
achieved by a random increase in grid point density within the portion of a region where the greater accuracy is
desired.

Consider a magnetic field problem where the H field is represented as either a total or reduced scalar
potential. For the latter, the appropriate defining equation becomes

F1= -Vo (1)

where T is the magnetic intensity source term and is found in the current carrying region using the Biot-Savart
law. The problem reduces to solving Laplaces equation for the unknown [L,

V. (iVO) =VP-VV÷pV
2
0=O. (2)

- I Ox - Finite Difference Grid Choice

Region 2

Continue grid into the object; match BC after setup

Figure 1. Grid continuation through the boundary of a dissimilar medium.

The simplest discretization for a multi-region problem is to continue a homogeneous grid through the
problem space as indicated in Figure 1. The Laplacian operator is easily represented in either 2 or 3 dimensions
for such a grid.
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Typical non-interface points

Point to match
Boundary conditions f1 b *23 5

Typical points

for interpolation121.4 at the boundary

Figure 2. Typicalpoints used for evaluating the Laplacian operatorin the bulk and for interpolation near
interfaces.

Referring to Figure 2, the 2-D expansion about point 0 is
+ =0, (3)

AX, Ay 2

where Nx, [y refer to the grid distance between points in the x and y directions. The problem setup proceeds by
writing the Laplacian operator for D in all regions. It is assumed the material inhomogeneities are at least
piecewise homogeneous, i.e., that the VA terms are negligible within any such piecewise homogeneous region. The
only precaution to be taken is to use points from a common region when using a finite difference representation
of the problem operator such as (3). In close proximity to the boundary interface, the one-sided second-order
derivative should be used to represent the Laplacian. The second-order horizontal derivative represented in
terms of the potential at adjacent horizontal positions b and c in Figure 1 is

&-24> 4,,-2(b,+ + w,$(Ax3)(4

3x
2  Ax

2  (4)

The final term in (4) indicates the error terms are correct to order Ax
3

.

The one sided expansion is the same regardless of which side of the boundary the derivative is taken.
After writing (2) for all the grid points in the problem, the result is an N by N matrix for N unknowns. Over the
bulk region of the problem, the standard finite difference representation of the Laplacian is employed because of
its ease of implementation. This is, in fact, the motivation for using the finite difference method as opposed to the
finite element method.

The intent of this section is to show that it is possible to set up an evenly spaced finite difference grid'
irrespective of boundaries, and match boundary conditions after the bulk system equations are modeled.
Furthermore, in a standard grid, 4 surrounding points (or 6 in 3D) are used to represent the Laplacian. Here it is
shown that using five neighboring points (or 9 points in 3D) provides flexibility in modeling a variety of shapes
while preserving the numerical accuracy to order A3 

where a represents the largest distance to any one of the
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neighboring points. Indeed, the technique allows one to place points on the interlace randomly. The only penalty
is the requirement of solving a 5 by 5 matrix for each interfacial point The technique is also useful for increasing
accuracy where the field has a high gradient, i.e., adding points randomly within a certain region of the problem.

This is made clear by the alternative representation of the second derivatives on x and y at point 0 in
Figure 2, obtained by the set of equations

ao ao

-- Ax.1
2

*--lAy) 1+ 1- A~y~2F x
2  

3 ý2 Xay 1-

where the index j refers to one of the nearest neighbors, and Axj, AyI refer respectively to the x and y

differences from the point j to the field point at 0". When (5) is repeated for each of the 5 nearest neighbors,

there results a matrix equation for the unknown partial derivatives of o at point 0 in terms of the potential values
at the nearest neighboring points and the self point ('0,

AX2 Ay• Ax 1Ay, 8•4'
AXi AY 2 2 2 Ox

AXf Ayf &X'Ay2 0 [[I._.AX2 AY2 2 2 2 a"

Ax2 y 2  AX Ay~ 0 14' 4

x AY A 2 Ox •

Ax:& y.
2 AX4Ay, aoI4'

AX4AY .2 2 2 -57y
2  -0

A S AY5 AX2 AyV
2
- AX o"' 2

Ax1 2 -2 -2 Oýx-y

It is straightforward to invert this 5 by 5 matrix to arrive at the result
04'0

ax

12200•5-7 I=-€oC . (7)

a, D4 00

y--Y7 .0 -0

0240,,

C is the 5 by 5 inverse of the left hand side of (6). Thus, the Laplacian equation could be written at the point cbo as

The entire matrix is then built up from this principle, implementing (2) for every point in a piecewise
homogeneous region. Because the Vp term of (2) is zero in such regions, the permeability of the material will not
appear in any of these equations.
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It should be noted that the next higher order of accuracy in two dimensions involves all products of the
third order derivatives and thus includes 9 terms. Including all of the fourth order derivatives brings the total
number of unknowns to 14. The number added is incremented by one each time, 5-9-15.

The remaining step necessary to properly model the problem is to impose the boundary conditions.
Referring back to Figure 2, it is necessary to interpolate 0 at the boundary points B in terms of the potential
values on one side of the boundary only. As the boundary is approached from a given region, this interpolation
must be realized using potentials located in the same region. To evaluate a Neumann condition such as

oas _ a•
an-f a n" (9)

the five nearest neighbors to a point on the boundary in region 1 are first determined. This includes both points

on the boundary and those in region 1. Next (6) is inverted to determine LA- and a-. The process is repeated,a~x ay

but allowing only nearest points in region 2 and the boundary to be included. The boundary condition is realized
as

( A1 . 8A1  (A a.. 8A2  '
-a t- i I =A i -ax -ay (10)

An Example Using the Flexible Finite Difference Approach

Figure 3 Box with 3 walls grounded, and the right wall held at 400 volts.
By way of testing this concept, the problem in Figure 3 is examined. The right wall is raised to 400

volts with respect to the other 3 grounded walls. The points are filled in somewhat arbitrarily throughout the
interior of the box. With 64 points, allowing N=6,10, or 15 showed no noticeable difference of the potential or the
E field along the x-axis.A strong field is witnessed along the tight wall edge.
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The "exact" field was predicted using a boundary element technique with a 60 elements distributed along
the perimeter of the box. The comparison of the voltage and the x component of the electric field is witnessed in
Figure 4. No difference can be witnessed with 64 points distributed within the box.

Voltage & Electric Field
400 0_ _

350 -1, O

200 __ _20

&20- Elibg Be. 400E.

soe- -- -- 700-

Oae >_____ .800

1 o __ _ _ __ _ _ _ _ _ __ -4.- - - -

"-. -0.4 -02 0 0.2 0.4 0A
X axis location (m)

Figure 4 Prediction accuracy for the finite difference approach to predicting the electric field in the box

Voltage & Electric Field
(36 volume points)

400 0

30 0_ _ -_ 200

E200- VoaQe (NB6 ) "400
1 VORW (E)M)ii..vohtae(W15) -

100- Ex (EMi) z
- x (WS- 15)

-100 -_1000
-0A -0.4 -0.2 0 0.2 0.4 06

X axis location (m)

Figure 5 Voltage and Electric field predicted with only 36 internal points.
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As the number of points begins to drop, the importance of maintaining a higher order approximation
becomes more evident. Shown in Figure 5 is the same comparison for a 36 point analysis. Thie greater accunacy of
the 15 point approximation surfaces.

Getting data out requires one additional variation. Suppose the potential and electric field are desired
along a specified line of points. At each desired output point, the 6 nearest neighbors must be determined using a
sort algorithm as before. However now the nearest 6 neighbors (Ax

3 
accuracy) must be determined to compute

the values of the potential and the derivatives. This number is increased to 10 for Ax
4 

accuracy and to 15 for Ax
5

accuracy. For Ax
3 

accuracy, the defining equation becomes

AX2 Ayf Ax&y 1  o
2 2 2 Ox

A,4 A.y• ~2 y $ [

1Ax 2 A7 2  2 2 2 -~ ID2
Ax2 ~ ay 01 Ay Ay4 Ax3Ay 3  0& _I/Do

2 2A3 -- 2 -52 D

Ox

2y

ey
2  (11)

1 Ax A4~ Ay,2 AX5AY5  2
2 2 2 ' - -1

Here 4,, through 'D6 are the six nearest known neighbors to the desired output point -D.. After inversion of (11),
either the potential itself or the derivatives follow from the first or second and third rows of the inversion matrix
respectively.

Although the solutions presented look encouraging, it was found in practice that as the randomness of the
grid increases, the accuracy of the solution decreases. In other words, although the technique is sound, the
predictive accuracy of the higher order derivatives declines for a random grid even when a higher solution (n=10
or 15) is employed. The better solutions follow from an evenly spaced grid.

Conclusions
A technique is presented and successfully tested which expands the flexibility of the finite difference

technique by defining partial derivatives in terms of nearest neighbors. When the nearest neighbor points are
randomized, often the partial derivatives are not well defined in terms of the nearest neighbors. This causes
reduced accuracy in the field prediction. The dependence of the solution on a somewhat even distribution of field
points detracts from the advantages of the increased flexibility.
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Abstract - The outbound and local power emitted from a pair of identical, perpendicularly oriented electrically small TM

dipoles are determined using time and frequency domain numerical techniques. Earlier work [1.21 showed that a complete
description of power in a radiation field required the use of three numbers, while the frequency domain mathematics inherent

in the complex Poynting theorem provided only two; frequency domain mathematics lack phase information that is of
significant consequence for certain antenna designs. In this paper we numerically model, using commonly accepted
techniques, the simplest antenna design that clearly illustrates the differences in the time and frequency domain

representations of power.

INTRODUCTION

In earlier work [1.2) we compared and contrasted analytic power calculations obtained using the time dependent Poynting
theorem (TDPT) and the frequency domain complex Poynting theorem (CPT). We concluded that the complex Poynting

theorem is an inadequate basis for a full description of power in a radiation field. The difficulty is very simple: The time
domain results show it takes three numbers to fully describe power in a radiation field, and the complex theorem supplies

only two. How significant this result is depends upon the details of a particular radiation field

The TDPT and CPT calculate the same far-field power, but are not in agreement for determination of the standing energy
and the power that returns to the source twice each field cycle to affect antenna operation. Generally speaking, for

electrically small single-terminal pair antennas the differences in the TDPT and CPT local power calculations are small
However, for multi-element antennas driven by a single source, differences between the TDPT and CPT calculations of
local power can be quite large. In this work we use widely accepted frequency and time domain numerical techniques, MoM
and FDTD respectively, with the corresponding frequency or time domain versions of the Poynting theorem to illustrate the
differences in calculated powers. Since, to coin a phrase, the results are a little eye-opening, the 'correctness' of the time
domain results are checked in the following manner. We take the discrete Fourier transform of the time domain fields
obtained via FDTD (the same time domain fields used with the TDPT to determine time domain power), and combine the
complex phasor values of the fields with the CPT to determine frequency domain power: the frequency domain results

determined in this fashion are in complete agreement with those obtained via MoM + CPT. In wondering what is right,

and what is not, the reader in encouraged to remember that frequency domain mathematics arc but a convenient
mathematical way of describing physics, they are not inherent in the physics themselves.
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The input reactance of an antenna is determined by the standing energy or what we call local bidirectional power- power
within a half wavelength that returns to the source twice each field cycle (see [1,2] for a discussion on why this quantity is
not what has historically been called reactive power) that an antenna supports. Consequently, for design of efficient,
electrically small antennas, determining the local bidirectional power is of vital concern.

Using both numerical methods, we calculate the outbound (unidirectional) and local power (bi-directional) emitted from an
antenna that consists of two electrically small, superimposed but spatially orthogonal electric dipoles, as a function of
phase difference between the two antennas. The frequency domain results show no affect, in both the unidirectional
outbound and bidirectional local power, regardless of the relative phase difference between the two dipoles. In contrast, and
in complete agreement with time domain based theory [1,2], the time domain numerical results show that the quantity of
local, bidirectional power can be controlled by adjusting the relative phase difference between the drives of the two dipoles.

Consequently, by the CPT the input reactance of the two dipoles is the same as that of a single dipole multiplied by two;
power is unaffected by the phase difference between the two antennas. However, the TDPT results show that the input
reactance is dependent upon the relative phasing between the two spatially orthogonal electric dipoles. The time domain
results show that the reactive portion of the antenna input impedance can be reduced independently of the size to wavelength
ratio: This result has profound consequences for the design and fabrication of efficient, electrically small antennas.

ANALYTICAL METHOD

The antenna consists of two electric dipole radiators [3], oriented symmetrically about a common origin, with one dipole
oriented along the x axis, and one dipole oriented along the y axis. We use spherical coordinates with e representing the

zenith angle measured from the z axis and 4 the azimuth angle measured from the x axis. PI(cos0) represent associated

Legendre polynomials of order and degree one. Fx represents the field coefficient of the dipole oriented along the x axis,
and Fy the field coefficient of the dipole oriented along the y axis. The radial distance from the origin is denoted by r, the

wavevector k = 2st/, and o = kr. i = -FT.

hl( ) represents spherical Hankel functions of the second kind. It is convenient to define letter functions Al and BE by the
equation

hl((Y) = (BI+iA1) (1)

and C1 and D1 by the equations

CI- BE Dl= Al+ dBl (2)
do da

Since only order dipole terms, I = 1, are considered in this paper, Al is replaced by A, etc.

Frequency Domain Analyses

Letting Fx be the constant field coefficient, the radial component of the field generated by the x axis antenna is [14]:

oEr = 2Fxhl(o)PI(coso)cosi ei°et (3)

B2F5 El+iAl PI(cosO)cosO ei(ut - o)

2F l+iA Pl(cosO)cosieinitr

where 
t
r represents retarded time:

t = t- Wino (4)

Given Eq.(1), the angular fields can be derived and for the x oriented dipole are listed in the left-hand column of Table I.
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Table I. Angularly directed field components, frequency domain.

Field x dipole y oriented dipole in phase with x y oriented dipole 90' out of

Component oriented dipole phase with x oriented dipole

I I I •
_ E_ Fx(Dl+icl)• cosoeinr Fy(Dt+iCl a)- sinceimtr -iFy(Dl+iC1)T sin5eitOtr

TioHO -iFx(B ] +iA 1 )-•--cos;eeontOr -i1y/131+iAl )-•0_ sinoeiOmtr -FyiB I +iAl1)-•--• sin~eei(tr
op

1  l op
1

CEO - Fx(DI+iCI)ne sineeit-Otr Fy(DI+iCt)PL coseictr iFy(Dl+iCl)s• coseimtr

p 1 p1 1
I PI"ilcHe - iFx(B1+iAl)- 

1  
sinoeiwtr iFy(B 1 +iA 1s- eos~eit Fy(Bl+iAl, coseetr

_______sine y n9csin e io _____I_____I_=iA___________

If the antennas are driven in phase and if Fy is the constant field coefficient of the y axis antenna, the corresponding radial

field component is:

OEr=2Fyhl(O)P' (cos0)sinO eiit (5)

for which the angular fields are listed in the middle column of Table I.

If the antennas are driven by voltage sources 90o out of phase, thc y axis antenna field changes to:

coEr=- i2Fyhl(o')P1 (cosO)sinO ei(Ot (6)

for which the angular fields listed in the right-hand column of Table I.

Taking the radial component of the complex Poynting vector, by combining the angular fields of the x oriented dipole and
the fields of either the in or out of phase y oriented dipole, and integrating over an enclosing virtual sphere of radius oY
gives the complex surface power, Pc(O), with either phase on the y oriented antenna:

Pc(T) = 4 [(AD-BC) + i(AC+BD)I[Fx 2+Fy ] (7
3nk

Equation 7 shows the same reactive power value independently of whether the two antennas radiate in or out of phase.
Inserting the values [1,2]:

B=-1, A=D=
1  

C (8)Co 0 1-2 (8)

shows that:

PC(O) =42 [l ][Fx 2+Fy2 1 (9)
3TIk a

Again, the frequency domain mathematics show no significance to a phase difference between the two antenna, The local
(reactive) power calculated for the two-antenna ensemble is the same as that of a single dipole multiplied by two.
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Time Domain Analyses

The actual portions of the time domain fields follow from the above, and are shown in Table II. If the x and y oriented

dipoles are in phase, the time dependent surface power on a virtual, circumscribing sphere is found to be:

p(tr) = 4 [Fx 2+Fy 2][(AD-BC) + (AD+BC)cos(2-Otr) - (AC-BD)sin(2tmtr)] (10)

which, after inserting the values of Eq. (8), goes to:

p(tr)=-42[Fx 2+Fy][{ l-es(20)tr)} + -cos(2tftr) -2 ( -3)sin(
2

(Otr)] (11)
371k G a

The term within the { brackets represents outbound power, the remaining two terms have time average values of zero, and

are responsible for the input reactance.

If the voltage source of the y oriented dipole is 900 out of phase with the x oriented dipole the time dependent surface power

is:

Table II. Angularly directed fields, time domain.

x dipole y oriented dipole in phase with x y oriented dipole 90' out of phase

oriented dipole with x oriented dipole

oEO Fx(D lcos(totr)-C lsin(tutr)) Fy(Dlcos(totr)-Cl sin(totr)) Fy(Clcos(Cotr)+Dl sin(O)tr))

ap1ap~ a P
X os x 0sn 5 in

orqHll Fx(AlcOS(cotr)+Blsin(O)tr)) Fy(AlcOS(o~tr)+Blsin(mtr)) - Fy(BlcOS(COtr)-Alsin(o)tr))
S1 1ip 1

x -- cosI x aPI sr x -- sino
O~~ ae ae D

oFE, - Fx(Dlcos(eotr)-C1sin(O)tr)) Fy(Dlcos(o)tr)-Clsin(estr)) Fy(Clcos(motr)+Dlsin(ratr))

p1 p I
x 1 sin* × 1cosý x s---nlcoso

sinO csin sinO

o'qHO Fx(Alcos(motr)+Blsin(motr)) - Fy(A!cos(o)tr)+B 1 lsin(estr)) Fy(Blcos(mtr)-A1sin((otr))

x sin sinO x sin coso !, cos,
sinO itine sine
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p0 0r = 41 {F x2[{ 1 cos(2 Oxr)} + -2.. os(2 o,)tr) " I2 • in(2(ot,)] + Fy2 [11 +cos(2 (a,)}
34k 27 2 21 Ps

2 2 1~'et
1 }(2- ýcos(2O(tr) + (- - -3 t)sin(2Otr)] , (12)

In Eq.12, note that the local power terms from the x and y oriented dipoles are of different signs. If Fx = Fy the local
power terms cancel.

The frequency domain results, Eq. 9. show that input impedance is unaffected by the phase relationship between the x andy
oriented antennas, and therefore from the point of view of the input impedance relative phase differences are unimportant.
However Eqs. II and 12 show quite a different result: relative phase differences between the two elements affect the amount
of local power that returns to the source. For in-phase antennas, Eq. 10 shows the same character as Eq. 9, the source
supports local power seen as a reactive input impedance. Eq. 12 shows that when the two antennas support power 180' out
of phase the bi-directional, local power of the two antennas cancels. Therefore if the multi-element antenna can be driven
from a single transmission line, the input impedance presented to the source would be purely resistive.

NUMERICAL RESULTS

FDTD Power Computations

Using FDTD we have calculated the power passing through an imaginary spherical shell of variable radius (Gaussian
sphere), centered at the origin of the two orthogonally oriented dipoles. The two wire dipoles are identical, both center fed.
3 cm in length, 2 mm x 2 rmin in cross section, and oriented perpendicular to each other as described above; see Figure 1.
The dipole oriented along the x axis is labeled as dipole 1, driven with voltage Vl(t); the dipole oriented along the y axis is
labeled dipole 2 with voltage V 2 (t).

The FDTD computations were made using a rectangular, three-dimensional computer code based on the Yee [5-7] cell.
The problem space was chosen as 140x140x140 cells, with the cell dimensions Ax = Ay = Az = 0.5 cm; second order Mur
[8] absorbing boundaries were used. Integration over a spherical boundary was done by interpolation of the fields from the
rectangular coordinate points. For the FDTD calculations the dipoles are fed at the center with a modified sinusoidal wave
of frequency f [9]. The working frequency is 1.18 GHz, X = 25 cm. The time steps were 9.6 ps. the courant stability
limit for the cell size chosen.

The electric fields in the gap of dipole 1 and 2 are specified as:

E(= ) E, (t) =-V W (13)
2A~x Ey()-2Ay

where Vl(t) and V2 (t) are the voltage source with the modified sinusoidal wave of frequencyfin order to cancel spurious

fields in time-domain computations [9].

Vl(t) = Voft sin (2trft) OSt<ST (14)
=Vo sin (27tft) t> T

V 2 (t) = Vof(t- t) sin [2ttf(t'-)J 0_<t - r _<T
= Vo sin [21rf(t-c)] t-tr > T

where er is a time delay, T is the period of sinusoidal wave with frequency f and Vo is the maximum amplitude of the
source voltage. For the work described here, Vo was set to 1000 V. For orthogonal electric dipoles producing circular
polarization ' is 0.25T, which corresponds to a phase delay between voltage sources of 90'.
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Figure 1. Antenna geometry used for numerical modeling.

Figure 2 is a plot of the instantaneous time varying power, calculated using FDTD, passing through a sphere of radius 0.1,
0.3, and 0.6 wavelengths from the origin when' both dipoles are in phase, that is there is no time delay between the drives
of the two dipoles. Figure 2 clearly demonstrates outbound real power and time varying local power that oscillates between
the field and source. Figure 3 is similar to that of Figure 2, except there is now a time delay between the drives of the two
antennas of 0.25T, corresponding to a voltage source phase difference of 900. The constant valued power output of Figure
3 indicates that the source emits only outbound real power, no bidirectional power is supported, hence no energy returns to
the source, hence the input reactance of the source is zero. The relative phasing between the two dipoles plays a crucial
role in determining the local power, and hence overall operating characteristics. The power calculations are equal for
relative voltage source time delays of 0.25T or 0.75T.

2 .... . • -• '- • " ........... •............... i ...........
'0 - . . .

...... .....

0 ,~ • ...... ............... i .............. i .............. ............. .

-SO 0 1 2 S 4 5
0 2 3 5 6 "Time (perods)

Time (periods)

Figure 2. Instantaneous time varying power passing Figure 3. Instantaneous time varying power passing

through Gaussian sphere of radius 0.1, 0.3, and 0.6 through Gaussian sphere of radius 0.1, 0.3, and 0.6
wavelengths from origin, calculated using FDTD with the wavelengths from origin, calculated using FDTD with the
TDPT for both antennas when driven in phase. Time TDPT when antennas are driven with a relative voltage
average output power is 12.26W. source time delay of 0.25 period, corresponding to a

relative phase delay of 90'. Time average output power is
12.26 W.
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The zero input reactance of Figure 3 is highly dependent upon the phase difference, or time delay, between the dipoles:
Figure 4 is the total power calculated for a voltage source time delay of 0.236T, or 850. Figure 5 is the total
instantaneous power calculated for a voltage source time delay between dipoles of 0.125T, or 45*.

3s

o. . .. .. ......... t . i

.t' ................. i
r -A0 -

0 I 2 s 4 I 5
Time (periods) hoe 3 1 o

Time (penods)

Figure 4. Instantaneous time varying power passing Figure 5. Instantaneous time varying power passing
through Gaussian sphere of radius 0.1, 0.3, and 0.6 through Gaussian sphere of radius f.1, 0.3, and 0.6
wavelengths from origin, calculated using FDTD with wavelengths from origin, calculated using FDTD with the
the TDPT, when antennas are driven with a relative TDPT when the antennas are driven with a relative voltage
voltage source time delay of 0.236 period, corresponding source time delay of 0.125 period, corresponding to a
to a relative phase delay of 85". Time average output relative phase delay of 45°.
power is 12.26 W.

Figure 6 is the power per polarization, at 0.1IX radius, for the ease of Figure 2, with the two dipoles in phase Figure 7 is
the power per polarization for the case of Figure 3, with the dipole voltage sources delayed from each other by 0.25T.
corresponding to a phase delay of 90'.

so .. .... .........
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Figure 6. Instantaneous time varying power, per Figure 7. Instantaneous time varying power, per
polarization, passing through Gaussian sphere of radius polarization, passing through Gaussian sphere of radius
0.1 wavelengths from origin, calculated using FDTD with 0.1 wavelengths from origin, calculated using FDTD with
the TDPT, when the two antennas are driven in phase. Pt TDPT, when the antennas are driven with a relative time
= power in EOFH polarization, P2 = power in E.HO delay between voltage sources of 0.25 period,
polarization, P = PI + P2. corresponding to a phase delay of 90'. P1 = power in

EOHo polarization, P2 = power in EoHe polarization. P =
PI + P2.
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Except for Figures 3 and 7 which demonstrate zero input reactance, we are not able to translate the time domain data into
the frequency domain, assigning them real and reactive power values since, as was earlier shown [1,2], it takes three
numbers to correctly describe power in a radiation field, not two, and there is no mathematically unique way to transform
three numbers into two.

Frequency Domain Power Computations

One method used to illustrate the differences between the CPT and TDPT descriptions of power in radiation fields was to
begin with the time domain electromagnetic fields from the FDTD calculations of the previous section, then obtain the
complex phasor values of the field components via a discrete Fourier transform of the time domain fields (FIFDTD). The
complex phasor fields were then combined with the CPT, and the real and reactive power passing through the surrounding
Gaussian sphere determined.

The other method used for determining the frequency domain power was through the use of the Burke NEC MoM code to
obtain the phasor fields surrounding the antenna, which were then combined with the CPT to determine power. The
antennas are oriented perpendicular to each other, centered at the origin, each antenna is three centimeters long, driven with
1000 V across infinitesimal gaps. Since the NEC code modeled cylindrical wires and the FDTD code modeled rectangular
wires, the diameter of the wire antennas in the MoM description was chosen as 1.4 nun radius; for this diameter the time
and frequency domain codes gave the same outbound (real) power values.
We first show comparison between the power calculations obtained using FTFDTD and MoM. Figure 8 shows real and
reactive powers as a function of distance, in wavelengths, from the origin, when both dipoles are in phase. Figure 9 shows
real and reactive powers when the two dipole voltage sources are phase delayed 90o, supporting circular polarization.
Inspection of the two figures shows that: (11 the FTFDTD and MoM results are in agreement, and (2) there is no
significance to phase differences between sources. The power calculations are equal to that of a single electric dipole of
similar size.
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Figure 8. Comparison between FTFDTD and MOM Figure 9. Comparison between FTFDTD and MoM
computations of real (Pr) and reactive (Pi) power from computations of steady state real (Pr) and reactive (Pi)
two antennas driven in phase, 10 relative phase difference. power from two antennas driven with a relative phase

difference of 900 between the dipole voltage sources.

Time and Frequency Domain Power Calculations

Figure 10 shows outbound and local power as calculated using FDTD and FTFDTD = MoM numerical techniques when the
two antennas support circular polarization, that is with a delay between the dipole voltage sources of 0.25T or 90* (power
phase difference of 180'). The outbound, real power values are equal, however the local power calculations are very
different, as can be seen in Figure 10 (dashed lines versus filled in triangles). Why the difference? Time domain results
[1,2] show that three numbers are required to correctly describe power in a radiation field, yet the frequency domain
representation of power provides only two. This missing information is vital for accurate determination of the standing
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energy an antenna supports. The standing energy an antenna supports determines the input reactance a source sees in

driving an antenna. As illustrated in Figure 10• the consequences of this can be significant for certain antenna structures

The results indicate that it may be possible to build an electrically small antenna structure that does not support large

quantities of local power.

o1 ........ ... .-_ -- 4 ..... .... - -.-. --.. -.-. . . . .
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Figure 10. Comparison between steady state powers calculated using time and frequency domain techniques. The time and
frequency domain techniques are in agreement for outbound, real power. There is a significant difference between the
frequency and time domain computations of local, standing power near the source where the majority of the standing energy
is located. The time domain results indicate ways in which the standing energy supported by an electrically small antenna
can be reduced independently of the size-to-wavelength ratio.

CONCLUSIONS

Earlier work showed analytically [1,2] that the CPT does not correctly determine the local power in a radiation field that
oscillates between the field and source. While the errors are insignificant for electrically small single terminal pair
antennas, such as a single electric dipole, they can be large for multi-element antenna designs supporting specific phase
relationships. The purpose of this paper is to illustrate these differences using widely accepted numerical computational
techniques for the simplest possible case. Since the physics of the world arce inherent in the time domain, and the frequency
domain but a convenient mathematical technique, the differences illustrated in Figure 10 are of importance to future
antenna design. The time domain results illustrated in Figure 10 demonstrate that it is possible to minimize the standing
energy, or local power, associated with an antenna through control of the relative phasing between antenna elements.
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Abstract

In this work, a recently developed full-wave electromagnetic analysis technique is applied to the simulation
of two-dimensional finite quasi-random and rough surface gratings for quantum well infrared photodetectors
This new steepest descent fast multipole method (SDFNIM) is a mathematically rigorous technique that permits
the rapid and accurate solution of the electric field integral equation governing scattering from a quasi-planar
structure. In the present application, it enables the efficient and accurate simulation of scattering by finite
two-dimensional grating structures interfacing with GaAs. Grating absorption is predicted by evaluating the
scattered optical electric field component at the device layer along the growth direction. Numerical examples
illustrating the functional dependence of the absorption on grating parameters and wavelength are discussed
The simulation approach presented here should prove to be a useful tool for the a priori design of novel aperiodic.
quasi-random and rough surface two-dimensional gratings for infrared imaging applications.

1 Introduction

Quantum well infrared photodetectors (QWIPs) with AIGaAs/GaAs quantum wells have shown great potential
as sensors in large imaging arrays E1, 2]. Owing to quantum mechanical selection rules, most unstrained n-type
QWIPs respond only to the longitudinal component of the optical electrical field, i.e. the field along the growth
direction. For such devices to sense normally incident radiation, optical grating couplers are necessitated to scatter
the optical field in directions favorable to intersubband absorption [3, 4] While periodic gratings [3, 5] have been
extensively studied and modeled using modal expansion methods, aperiodic or quasi-random gratings [6, 4] have
not been analyzed in comparable detail. Nonetheless, quasi-random gratings have been experimentally observed to
produce better absorption over broad spectral ranges than periodic ones. Unfortunately, the computational burden
associated with the solution of a large-scale, three-dimensional, vector electromagnetic problem has restricted the
numerical analysis of quasi-random gratings to modal expansions for computationally simpler one-dimensional
profiles [4]. In this paper, a recently developed accurate and efficient integral equation based technique is applied
to the analysis of finite two-dimensional quasi-random gratings. This technique, termed the steepest descent
fast multipole method (SDFMM) [7], is based on an alternate representation of the dyadic Green's function
governing free space electromagnetic radiation using a steepest descent integral form and inhomogeneous plane
wave expansions. Such an approach permits a fast and memory efficient iterative solution of the integral equation
associated with scattering from quasi-planar structures. Furthermore, new rough surface gratings are proposed
for QWIP applications. These gratings, that cannot be analyzed by analytical methods or modal expansions, arce

simulated efficiently using the SDFMM. It is seen that these gratings display remarkable spectral properties and
can potentially improve absorption in QWIPs to a substantial degree.

2 Problem Formulation

The back-illuminated QWIP structure to be analyzed is shown in Fig. l(a). The metallic grating layer S (modeled
as a perfect conductor [3, 4]), which interfaces with GaAs, prevents radiation loss and serves as a contact Att
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optical wave impinges normally on the grating from the substrate side, and the scattered wave excites the quantum
wells owing to its non-zero electric field along the growth direction. The incident field Ei_=(r) is assumed to be
a tapered Gaussian beam, which suppresses edge scattering effects at the mesa boundary. This assumption is
consistent with the observation that a substantial portion of the grating and device near the mesa edge is optically
inactive [3]. A surface current J(r) is generated at the grating due to Ejn_(r). The total electric field tangential
to S must vanish on S, and hence the following integral equation holds

i(r) E,,t (r, J) = -t(r). .En (r) r,r'E S , (la)

with

E.cat (r,,J)=k j7'1 (r,r') .3 (r') dS' rEs. (ib)

where ko and sIt are the free-space wave number and impedance, t(r) denotes a unit tangent to S at r, and G(r,r')
is the free-space dyadic Green's function. The solution of Eqn.(1) yields J(r), and the total longitudinal electric
field at the device layer can then obtained via G•(r, r'). A standard approach to solving Eqn.(1) is to use the method
of moments (MoM), wherein J (r) is expressed as a linear combination of basis functions j, (r), n = 1_., N as

N
J (r) RZI. j.(r). (2a)

n=l

Subsequently testing the resulting equations with a set of functions f& (r) , m = 1, ... , N leads to a dense matrix
equation of order N of the form

.I = V , (2b)

with

Zmn = (f.o (r), E,,.t (r,j,)) , (2c)

and

V. = (f. (r) , E,nc (r)), (2d)

where (,) denotes surface integration. A popular choice for the functions j, (r) and f& (r) is the Rao-Wilton-Glisson

(RWG) basis, which will be utilized here. For a grating of size L x L square wavelengths, N grows approximately as
200LO. For the QWIP grating structure under analysis, N can be of the order of 10' or 10'. Hence, direct inversion
of Z, which entails a computational cost proportional to N3, is practically impossible. An iterative solution has a

cost proportional to N
2 

per iteration, which also prohibits the solution of large problems. Moreover, both these

approaches require the storage of Z, necessitating memory requirements proportional to N'.

3 The Steepest Descent Fast Multipole Method

The SDFMM, a hybrid between the fast steepest descent path algorithm [8] and the two-dimensional multilevel

fast multipole method [9], relies on a hierarchical decomposition of the scatterer into blocks at several levels of
coarseness. In the SDFMM, the elements of the MoM matrix S are formally expressed as

n,•

Z_". ý EE•_•jl," 'wm dr f. (r) eikj1-(r-,') .. (3)

j=l j'=!

T1j, (rt - r,) (I- k(ik(i) L dr'j. (r')e'
t
lt'l

where Ic(
1
) are complex wavenumbers, and n,, and w•d are the number of points and integration weights associated

with integration along the steepest descent path of the Sommerfeld integral representation of the free-space Green's
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(a) Schetic (b) P-gratlng

(c) D-grating (d) S-grating

Figure 1: 1(a): Schematic cross section view of grating coupled QWIP device. 1(b): Periodic (P) grating. 1(c):

Displaced (D) grating. 1(d): Scaled (S) grating. One corner of each raised portion is fixed, while the other corner
is shifted diagonally.

function [7]. Source and testing block centers are denoted by r, and r,, respectively. The translation operator
Tj, (rt - r,), integration weights in'"", and number of harmonics P are analogous to those defined in well known

fast multipole algorithms [10, 11]. The SDFMM enables the aggregation and disaggregation of basis and testing
functions through the two far-field integrals appearing in Eqn.(3). This results in a dramatic reduction in the
complexity of matrix-vector products involving 2 and memory requirements from O(N

2
) to O(N).

4 Numerical Results

Three kinds of periodic and quasi-random gratings, shown in Fig. 1, have been studied. The P-grating (Fig. 1(a))
is a doubly periodic grating. Displacing raised portions of this grating produces a D-grating (Fig l(b)). while

scaling raised portions of a P-grating generates an S-grating (Fig. 1(c)). A single realization of a rough surface
grating, which will be discussed later, is depicted in Fig. l(d). The P-, D-, and S- gratings used here are of

dimensions 38 x 3810m. As a precursor to employing the RWG basis in conjunction with the SDFMM, the grating
surfaces are tesselated into planar triangles, with the nodes separated by approximately 0.14A, where A is the

optical wavelength in the GaAs layer. For infrared radiation with a free-space wavelength of 10plm, A • 3.03,m.

Current on each grating is modeled in terms of approximately N = 30, 000 basis functions With the SDFNIM.
such a problem can be solved in 3-7 hours (depending on the number of iterations required) on a single processor
R8000 SGI Power Challenge. Detailed memory and epu time comparisons for the SDFMM, for standard iterative

solvers, and for LU decomposition have been carried out earlier for rough surface scattering problems, and are

reported in (7).
The periodicity of the P-grating is 4.0,urn along each lateral direction and the raised portions mnonure 2.0 x

2.0pm
2
. The average shift relative to the period size for the specific D-grating considered is 14 97, and the
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Figure 2: Integrated field strength versus groove height for P- D-, and S- gratings. Groove height is in wavelengths.
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Figure 3: Integrated field strength versus wavelength/period. The ratios of maximum to minimum integrated field
strength are 3.83, 1 75, and 1.70 for the P-, D-, and S- gratings respectively.

maximum is 50 %. The average deviation in size (relative compression/ elongation) for the S-grating is 32 % and
the maximum deviation is 50 %. Figure 2 shows the integrated field strength as a function of grating height for the
three gratings. The integrated field strength is computed by integrating the square of the longitudinal electric field
over the cross section of the QWIP at the device layer. Grating absorption is proportional to this measure [4]. As

can be seen, the absorption of the P- and S-gratings is maximum when the grating height is approximately 0.25A,
while the D-grating response peaks at a grating height close to 0.2A. As in the one-dimensional case, the peak

absorption due to a P-grating is larger than that due to the quasi-random gratings. The importance and need for
quasi-randomn gratings is evident when one observes the spectral behavior of the absorption due to the gratings,
which is depicted in Fig. 3. For the P-grating, the absorption diminishes rapidly at larger wavelengths, due to the
evanescent nature of the higher order Floquet modes. If such a grating were designed to operate optimally at the
nominal wavelength of 10pro, its performance at the extremal wavelengths (Spin and 12,urn) would be poor. The
D- and S- gratings, on the other hand, do exhibit a much smoother spectral behavior over the range of interest,

albeit with a slightly reduced peak absorption. Hence there exists a tradeoff between peak absorption and smooth
spectral behavior.

The SDFMM has also been used to analyze rough surface gratings (shown in Fig, 4(a)), which are proposed
here as suitable candidates for QWIP applications. These rough surfaces are typically assumed to be correlated
Gaussian surfaces [7], and are characterized by two parameters, a correlation length and a mean square height.

Prior to the analysis of such surfaces, it was expected that their strongly random nature would result in desirable
spectral properties without substantial deterioration in peak absorption. This conjecture has been borne out to be
true on the basis of the following simulation results. The relationship between grating absorption and root mean
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(•,) (b)

Figure 4: (a): One realization of a rough surface grating. (b) Integrated field strength versus groove height for
periodic and rough surface gratings. The statistical root mean square height is used in lieu of groove height for
rough surfaces.

square height of a rough surface grating is presented in Fig. 4(b). The response is seen to peak at around 0.42A,
and is dramatically improved as compared to tile peak response of a periodic grating. The correlation length of the
grating is L.OA. Figure 5 shows the spectral dependence of the grating absorption for three rough surface gratings
with different root mean square heights. It can be seen that all three gratings yield a spectral performance that is
markedly better than that due to a periodic grating or indeed due to the afore-mentioned quasi-random gratings
The grating absorption is remarkably constant over the entire wavelength band of interest. Such behavior as seen
in Figs. 4(b) and 5 suggests that rough surface gratings should be particularly suitable for QWIP applications.

5 Conclusions

This work reports on the application of a rigorous full-wave technique to the performance analysis of two-
dimensional quasi-random and rough surface gratings for QWIPs. The SDFMM, developed earlier for analyzing
arbitrary quasi-planar structures, is well-suited for analyzing scattering from large-scale gratings because its mem-
ory requirements and cpu time per matrix-vector product scale as O(N). Using the SDFMM, it has been shown
that there is a tradeoff between peak absorption and spectral smoothness. Introducing randomness into a grating
leads to a reduced peak absorption but improves spectral properties, which are important when the wavelengths
of interest cover a broad band, such as the popular 8p-12p range. The results presented here are qualitatively
consistent with the findings reported by Xing and Liu in Ref. [4], for one-dimensional gratings. Hence, we confirm
these authors' conjecture that the afore-mentioned tradeoff demonstrated for one-dimensional gratings in their
work should extend to two-dimensional gratings. Rough surface gratings, analy7ed here for the first time in the
context of QWIP applications, appear to have great potential because of excellent grating absorption and spectral
behavior. It is expected that the techniques suggested in this work will assist in the a priori design of novel and
efficient QWIP gratings.
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ABSTRACT

Approximate backpropagation (ARP) methods are used to identify the shape of acoustic and electromagnetic
scatterers in the resonance region front full aperture data. Said methods rely on a heuristic relation i.e., A13P,
between the expansion coefficients, which represent the scattered wave in the farzone and, respectively, on the

obstacle boundary, 1". The unknown is the shape parameter vector, 0, which must be in n suitable admissible
set. The objective function to be minimized is the L2(F) - norm of the boundary defect. A sample numerical
result is given, which comes from the inversion ofan IPswict data set. In order tojustify the well - posedness of
ASP some related problems are examined. An error bound is given, which compares the far zone to the least
squares boundary coefficients. The approximate forward propagation (ArP) map is defined and its consistency

on disks and spheres is stated. Finally, a property of forward propagation in the infinite dimensional case (t2 ) is

provided.

INTRODUCTION

Lettheobstacle, 02 ,be a perfectly electrically conducling (PEC) right cylinder lying along the z axis.

Let the cross section, D, of 0 be smooth. Denote the boundary of D by F . The direct problem

consists of determining the scattered wave from knowledge of the (unit amplitude) incident mono-

chromatic plane wave, which may be either vertically or horizontally polarized. A typical inverse

problem is the reconstruction of F from suitable data and constraints e.g., the incident wave, the

(complex) scattering amplitude and a few pieces of prior knowledge about F .

Seer. 1 briefly describes a reconstruction method, known as X11) - approximate back propagation

(A'(,') -ABP for short) and its application to the inversion of experimental data, a set of the lpswtctt

data [MKI]. The method was developed a few years ago to solve the inverse obstacle problem in
acoustics [C1, C2], when the obstacle is axially symmetric and when its diameter is comparable to

wavelength. More recenlly, the method has been extended to scalar and vector electromagnetic

cases in 2 spatial dimensions 1C31.

Srx-r. 2 deals with some preliminary rcssults, which aim at proving the well - posedness of X40' -ABP,

at least utnder additional hypotheses on the obstacle and on the incident wave.

210



1 - SHAPE RECONSTRUCTION FROM EXPERIMENTAL DATA

1.L - Notation and Basic Properties

Only the vertical polarization case will be described, which is the simplest.
Prior knowledge about the obstacle is summarized by parameterization and constraints. Namely,
the class of admissible obstacle contours is described by those functions rr E 62 (0, 27] of azimuth

which are linear combinations of the first I trigonometric functions

r2(f) = T- 1 + 022 cosO+ V'3 sindo+ IP4 cos 2do + ... (1.1)

Here {Vp , .V 2 . I ) are the shape parameters, which form the entries of the vector E' Rt.
When smoothness and two sided constraints

(0 < ) r min rr[] r max V t E 10, 2r] (1.2)

are taken into account, one must select ?p E 'd c R I ,where T ad is thebounded set of admissi-

ble parameters.

A key role in the approximation of the scattered wave is played by the family of outgoing cylindrical
wave functions

v,I[x]= l !l [] ( (1 --p) cos in 4ý + p sinin4) , (1.3)

where r: = x , Hi,,) [.1 are HANKEL' s functions of the 1st kind, Em is the NEUMANN factor and A =

= { p,i } is the index pair. Indices range in A : = {pi I p = 0,1; p < in }. Real waves are defined

by uA : = Re[t iq] . If one fixes an approximation order, L, and lets A E A(L):= {p,mn I p = 0,1; p<•

< in < L }, then one can define the following subspace of L2(F)

X(1) (r) : = Span {Iv Ir I A c A(L) }, (1.4)

which motivates the name of the method, and the two arrays, the matrix %I,(L) and the vector b(L),
respectively

i i •(inc)
%L(L) :=- O [(uk r 8 NVL )] , W(L):=-'i [(uz r ON CZ )]; A .,. A(L)), (1.5)

where (. r ) is the inner product in L2(F) and ON stands for the outward normal derivative on r.

The entries of these arrays depend on ý'.

The z component of the incident electric field, EZinc),comes from the datum Eenc) : = . e kx

where k is the incident wavevector. The scattered electric field, EZcSo is a solution to the exterior

boundary value (BV) problem for the scalar HIIMIiOLuTz equation (HE) subject to the SOMMErEFLO
radiation condition at infinity and to the DIrucIlLer BC on S
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(E•sc) + E(sc))I o = 0. (1.6)

Outside the circular cylinder of radius r may circumscribed to the obstacle, the field E!•c) is repre-

sented by the converging series
Esc)= ) V, (1.7)

A.

where (fA ) are the far field scattering coefficients.

The experimental data, which characterize this inverse problem, are the complex values of the scat-

tering amplitude SA [ i , k], ideally known V ^ ( St , the circumference of unit radius. In practice
they are given at uniformly or otherwise spaced points on S' .

1.2 - The Reconstruction Algorithm

From SA [ x , k] one obtains (rf) i.e., the estimates of orderL of the far field scattering coefficients

{fA I X E A(L) ) by carrying out the following inner products, which involve the asymptotic counter-

part of vA as r . osymPt

(t1) a vAsympt Is S ), e A(L) (1.8)

If the assumption

[IL(L)- 1  (1.9)

is met, then one can define the ;-dependent affinc map

M(L) %.]:= [ %,(L) ] + ±W(L)) (1.10)

i.e., the scalar XIL) - ABP of order L . It transforms ý(L) into another vector of coefficients,
•(L) i.e.,

eL) = M(L) [(L) 1 (1.11)

The latter appears in the approximate representation of Eso) on r and in the definition of the objec-

tive function BP(L)

D1 Ec + A11 2Bc'.) 2A E= A(L) LJ (17[0)(.2

Shape reconstruction is restated as the search for c = Wad such that B(L) I = min.

The minimization of 1,L) is carried out by means of a conjugate directions algorithm.
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1.3 - Application to the Ipsgwcg Data

Application of XL) - ABP to the Ipswic" data is slightly more complicated with respect to the algo-

rithm outlined in SECT. 1.2, because the argument of SA is given up to an unknown phase offset,
which must also be identified by minimization.

The results obtained from inverting the ips001/ips001vv.240 data set are shown by Fir. 1 and TAB. 1.

Each of the 9 minimization runs is initialized by an ellipse such that the ratio "q := (0) (0) isfixed:
I'N ZIPl)

T = 0.6. The approximation order is L = 5, tlte unknown shape parameters are I = 6, the number

of grid points on the perimeter is n. = 127 and the maximum allowed number of main loop itera-

tions is Nmair, = 15. The 9 reconstructed shapes are ranked by the final value of BP(DV. The radius

(0)rr [) =rr/4] of the initial ellipse (labelled by r0) is also listed. Thicker lines correspond to better

results. One notices that 8 out of 9 runs accurately reconstruct the desired shape, a disk.

reference disk: reconstructed shapes

Flopse. 1. Shapes reconstructed from the tpso001tpst00vv.240 tile. L = 5, ) = 6, fp 127 and Nmatn = 15.

TABLE 1. Some numerical values related to runs 1, 8 and 9 of Fig. 1.

Here r_0 denotes the radius of the initial shape at 0 = /44. The best and worst results are labelled by I
and 9 respectively.

1) l r_0 = .571753D +00 Nm•r = 15, B
151 

=.1041D +00 ;IIvBII = .8770D0+00

8) -- r_0 = .174901D + 01 Nml - 15; B
151 

-. 10660 + 00 ; IIVBI[ = .88040 + 00

9) -- r0 .152087D + 0 N"main - 15;,B
151 

=.7990D +02 ; IIVBII =.1881D +04
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2 - JUSTIFICATION OF FORWARD AND BACIKWARD PROPAGATION SCHEMES

X(L) - ABP has been used on a heuristic basis. The satisfactoty numerical performance in inverse

acoustics and to some extent in electromagnectics docs not vouch for the well - posedness, of the
method. In fact, the determination of its properties is a major openi problem. A few related results,
are listed belowv. Proofs are omitted for reasons of space.

2.1 - The Least Squiare~s Boundary Coefficient~s

Given L, I-, u and L , the problem of finding tlse vector of least squares boundary coefficients,

c(l) i.e., { c(L) I A E A(L) ) such that

B() E(n)+ I A vA 12 =min. (2.1)
DV 2 Ac e A() A L (T)=

is well posed [B31, Ml, R11. Further proper-ties of these coefficients are of interest, because thcy ap-

pear in ttse ob~jctfive function of Eo. 1.12, although in a different role. The relation between { c¶V'1

and the {fA I of EQ. 1.7 comies as the following error bound.

TTi osrnm 2. 1.
t) v F.> 0, 3 at least an approximation order L[E] and a vector of coefficients C('141) such that

-D ! 2 (2.2)

ti)Let an L[E] be selected to comply with INSo. 2.2. Let p»> r Max and C1 T, p , k I be a quantify,

which depends on F, p and k. Then the corresponding vectorc('-lJ) of least squares boundary
coefficients is related to that of far field coefficients in Ec. 1. 7 by the error bound

IfAC-M) 1 2< !§-f-l C[, p ,k]1, Y A E A(L[E]). (2.3)A .r

2.2 - The Forward Propagated (Coefrliit

With referenice to Eo. 1.5, define the vector of -~ approximately forwvard propagated (APP) co-

efficients

*~- 1( c(,) + bU). (2.4)

Onc will notice that MVL) of Eo. 1. 10 is tltc inverse of this affinec map c(L p(L). Astraightforward
result is thie follosving.

TiIEoRnm 2.2. Let n = 2 or 3and 0 be adisk or, respectively a sphere. of radius R ie., r
Then, V L> 0

CA= -A = ~ p(' EAc A(L) (2.5)

214



i.e., the AFP scheme is consistent.

If the series in EQ. 1.7 converges (pointwise) on r as well, one says the RAYLEIGH hypothesis holds or
that 0 is a RAYLEIGH obstacle, at least for the given k. Another definition is needed.

DEFiNmoN 2. 1. An ohstacle is of R-U class if it is a RAYLEirn obstacle, on the surface of which the

series of normal derivatives Y, f, aN v,. converges uniformly.
AL

A preliminary result about AFP is the following, where 1) andslL are the infinite dimensional coun-

terparts of b(L) and %lL(L) , whereas f: A1
Timoaiz~a 2.3. Let the obstacle be of R-U class. Assume f', he E f and %RL: 12 -. 12 is bounded. It

the spectral radius r,[teI.] of %~L satisfies r0,[tId, < 1, then, v b C- 12, there exists a unique solu-

tion, f, to f 1) + %L-f , which is obtained by successive approximations, where t is the itera-
tion index

pl±l+ 1=hb+stL.plhl, t= 0,1, 2,... (2.6)

started with an arbitrary pl0l c- 12

Furtherwork is needed to relate this last result to the finite -dimensional version, EQ. 2.4. This may
establish the well posedness of AFF and, eventually, ABPE More specific conditions on r andk may
he needed and their practical significance will have to he evaluated.
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Analysis of Broad Wall Slots Excited by Tuning Screws

Tony Azar
Prof. Richard Coren

Drexel University
Philadelphia, PA

Geometric simplicity, and light weight make slot-antenna arrays attractive for many
radar, broadcast, and communications applications Since the work of Stevenson[l],
Watson[2] and Oliner[3], slot arrays have been investigated by numerous researchers With
the development of fast computers, numerical analysis, and especially the method of moments,
have been used to analyze these structures Longitudinal, offset, and compound slots have
been analyzed to a great degree of accuracy. One type of a non-radiating slot excited by tilted
wires has recently been analyzed by Hashemi-Yeganeh [4]. Another type of non-radiating slot
is the broad wall centered slot excited by tuning screws. This type of slot has several
advantages. 1- elimination of cross polarization. 2 - ease and simplicity in changing the input
impedance and radiation level. 3 - the possibility of using one waveguide for different
frequency ranges and different radiation patterns. A disadvantage of these slots is their
inherent narrow band. The advantages mentioned above make this type of antenna attractive
for the broadcast industry where the band required for the TV channels is 6 MHz (approx.
1%). By clever mounting of the screw and the slot shorteners, one waveguide with one long
slot in the center of its broad wall can be made to radiate at different channels and with
different elevation patterns.

This paper presents a method of moments analysis of one unit element of this array.
The basic goal is to deteimine the electric field distribution in the slot and the current
distribution on the probe. From this, forward and backward scattering can be deduced and the
input impedance can be obtained.

Figure I shows the geometry considered. We take the pairs (P1,P'l) and (P2,P' 2) to be
the field and source points on the surface of the probe and the slot respectively One has to
solve the following boundary conditions:

Htfltenw! ( p . - rre.Hs-,md ' pp'

tan -tmial (Pl', P1, P2) O (2)
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Region 1: Probe Surface
(R,. P,' Region 2: Slot

Figure 1

Each of the above equations consists of 3 parts : 1) The internal TE10 wave of known
amplitude, 2) The self effect, 3) mutual effect of the post on the slot and the slot on the post.
In expanded form equations (1) and (2) can be written as

H_!t (,I; (P -) - ./So,,X (P2 ; P2 ') + H0M  (P2 ; P1 ) = -/-J (?2) (3)

E,'i° (Pi; PA-') + E, (Pi'I)P = (P) (4)

With the following assumptions:
I- The upper broad wall has zero thickness
2- The slot ground plane has infinite extent
3- The E. component in the aperture is neglected
4- The excitation is from a TE1 0 mode

It can be shown that the above equations take the form
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HSloIutx *, t -2 . 2 cos(k~x) cos(k~y)

jwpab m=,0,0 . 7-,,

Ex E(x', y',:z) cos(k x' ) ros(k~y ) k2 + -m 2ymnS(z - z' )l]e""' Iz zid,' (5)
slot

1/ 0, n = 0

where Ix,, /[ V2 m 0, n ;t 0 or m ;t 0, n =0 (6)
1 m ;t 0,,ni; 0

HSt"t(Z) - f E,,(z' )(k' + / cz') dxif dz'k,& 7

Post2 ww 2cos(k,,x) cos(k,,y)
Hb m=On=O ' mn m

E (xyz) 2b 2 (9)

V.

n n
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E c (x, z) = -- sinj(-) e (13)

2T a

where E. is the field distribution in the slot and Jy the current distribution on the post

When applying the Method of Moments to:
the post we use Pulse functions for expansion and testing
the slot we use Pulse functions for expansion and delta function for testing
This yields the following matrix form

[Y 1 12 1[E. 1 [hh1Y21 Y22J IP h

where
Y, = Y1 - Y, = the field of the slot at the slot or the self coupling of the slot.
Y2, = the field of the post at the post or the self coupling of the post.
Y1 = the field of the slot at the post or the mutual coupling between the slot and the post.
K = the field of the post at the slot or the mutual coupling between the post and the slot.

These are given by

=-4 Ws os(k.,x,) sinc(kW, / 2))

I(k2 + ry,2) sinh(y -Az / 2) e s q (

k2_ 7-z2 (14)
(k2 .2 + 2 .e-76

where s and q are integers and
W, = width of slot 2L = length of slot
D, = 2L/Ns N, = number of Pulses for expansion
x. =location of slot along the x-axis

-ý( z - zXl + jkR,) E - (Zq - z,X(I + jkR2) eJR
f 3

+ k z {iz. e-Jk•+ - kW0;f .dr} dz +2j sin(kAz /2) e -jkIq-sIAz (15)
+ k + = +ý 2
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where Zq -z, = (q-s-03)Az; R, = Vx
2 

+(.q -z)2

zq -z, =(q-s+0.5)AM R2 = Vx
2 +(z, -_) 2  for s q

and the above term is multiplied by : jov~rc

W&1 -jkR, ,' A _/

Y,= - fz (W, - X)(I + JkR3 ) e d3 + 2k2  (16)
-0s R ýX

2 
+23 0

-2kJ (1 eU\If ý Ikn(W,ý+ w+ z2)

-k
2
w , • (In(Az / 2) - 1) + 2j sin(kA- / 2)

Where R3= 2 +(z /2)2 for s q

and the above is multiplied by
Jcopr

isA; 2 (2 - 8)(k 2-k 2)y7l
Y22 = ca - cos(kyy) cos(kyy)(1-(e t/2'

rn=tn=O rn

I- sin(kx ) sin(---ý) sinc(k-Y)] (17)

In analyzing Y22 we have assumed a flat strip of metal with a thickness t that later becomes
the effective thickness of the post, and we assumed the post to be at z = 0 which is the center
of the slot.

i andp are integers
Wp = width of post d = depth of post
D, - 2LIN ; Np = number of Pulses for expansion
xp = location of post along the x-axis
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2

Y12 -. cos(k x,) sin(k~x ) sine(k.W. / 2) sinc(k.WK / 2) sinc(kAy / 2)ab -
-1l n=0 Yn

finh(y,,,,t / 2) e7K zq - zpj Ž t /2
cOS (n,r/) wOS(k yyp )" (18 )t-I e-" 2

coSh(YmnZq) ;zq - zpI < t / 2

whereZq = -L + (q - 05)Az

ab"Y 2 ' -,. , cos(kx,) sin(k~x ) sinc(k.W' / 2) sin(k,,Wp 2) sinc(k.Ay / 2)
-1 -=0 rmn

cos(nz) cos(ky,) sinh(ryA, / 2). (19)

s N, 2

-2wu pa A ,rx zrW
h P aF2 AY sin(_P_) sin(_ P) (20)

2r a 2a

k c= La eos(--•) sin(; )e q1 (21)
Ig a 2ai

The above equations were coded in MATLAB and a comparison between this MoM code and
the commercial software HFSS was made. Figure 2 shows Snl and S12 for two different
bands. The agreement is comparable to that found in other articles. A more accurate
comparison (in terms of time ) could not be made due to network limitation. However, it is
noteworthy that our MoM code runs in a matter of minutes while HFSS requires hours. Only
these two plots have been obtained at this time but other cases will be generated in the next
few days.
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Amp Vs frequency

-6.000 HFSS S1

.1 2.DM-I--MoM S12

7.5 8 85 9 95 10

f (GHz)

Phase Vs frequency

900

00 -~HFSSS12
0.-.0 -- MoM 12

7.5 8 8.5 9 9.5 10

f (GHz)

Figure 2 Amplitude and Phase of S11 and SO2 for

Slot: Length= 16 mm Width= 1,6mm
Location = a/2 (center of guide)

Post: depth = 4 mm Diamn= 1.6 mm
Location = a/2 - 2 4 mmn

Guide: a = 22.86min b = 10. 16mmu
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CLOSED-FORM EXPRESSION OF THE ARC-LENGTH

OF THE TOROIDAL/HELICAL EQUILIBRIUM ORBIT

Ross A. Speciale

polytope@msn.com

ABSTRACT

An exact, closed-form mathematical expression has been found that gives the integrated
path-length of a re-entrant, multiturn, toroidal/helical equilibrium orbit, as function of the
azimuth angle, measured around the orbit axis.

The use of a multiturn, toroidal/helical equilibrium orbit is the distinctive characteristic of a
recently proposed new type of High Power Microwave (HPM) amplifier, that synergistically
combines the basic principles of the Relativistic Klystron Amplifier (RKA) with those of
Electron Storage Rings.

The new type of High Power Microwave amplifier 11-2] is expected to attain much higher
efficiencies, duty cycles, and spectral purity, because of its advanced design being based on most
recent techniques of particle-beam dynamics.

The obtained closed-form expression gives the integrated orbit-path length as function of
any arbitrary value of the azimuth angle, measured around the orbit axis, up to the total length
of all the turns of the closed orbit. A previously developed approximate expression of the orbit
length, based on a fourth-order power expansion of the integrand, has been found to be
surprisingly accurate, having average relative error in the order of+± 0.005.

1 - GEOMETRY AND SYMMETRIES OF THE EQUILIBRIUM ORBIT.

The proposed re-entrant, multiturn, toroidal/helical electron "equilibrium-orbit" is defined,
in Cartesian coordinates, by the parametric equation

where (P is the azimuth angle around the torus axis, 0 is the helical "wrapping angle" in-and-
out of the "hole", around the "body" of the torus, and the three Cartesian components of the
position-vector r are given by
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x = (R + r cosO ) cosq (2)

y = (R+rcosO )sing, (3)

z = r sin0 (4)

while the linear relation between the angles (P, and 0 is determined by the integer number n of
re-entrant orbit turns

n-10 =- (5)
n

The integer n in (5) is the minimum number of turns around the torus axis that brings the

re-entrant, multi-turn equilibrium orbit to close on itself, while it is 0 :S(p •52 n 7.

The nominal equilibrium orbit, defined by the equations (l)-(5) , exhibits Cn.1 rotation

symmetry around the axis of the virtual torus surface, with an angular period of 27/(n-1)

radians, and Cn "rotation" symmetry around the center of the circular torus cross-section, with

an angular period of 27/n radians ( a.0 -)> 0 + 27t / n mapping, with ( = constant).
Tests are being performed to determine whether this orbit is actually an Elliptic Curve.
A 3D representation of one such toroidal/helical orbit, with ratio c = rIR = 0.2 , and the

number of turns n = 9 is shown in Figure 1 . The location of a total of 120 electron bunches,

spaced along the orbit by 9 x 3600 / 120 = 270 , are shown there as small circles.

2 - APPROXIMATE EXPRESSION OF THE ORBIT LENGTH.

The rate of increase of the orbit-path length, with increasing azimuth angle ( , is given by

the non-linear, periodic expression (Figure 2) :

ds = )(dx 2 + (dy 12 + ( dz )

(6)

= R](1±ccos0 )2+C2(n n1

This expression can be approximated by a power-series expansion in the "aspect ratio" of the
virtual torus surface, defined above as the ratio C = rIR of the minor axis r to the major axis R.
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A fourth-order approximation is given by the expressions:

ds +_ O 2+C

dqp n (7)

2 3 4

-WO+wIc+w 2 c +w 3 c +w 4 c

where the Wi coefficients arc given by

wo = R (8)

W, = RcosO = R cos n(1 P (9)

(1n

(11)

1 AR n cos --P)

2 n

W4 R n-- 4 2c202( 1)21 =

82 ( n

(12)
4 82R-2 n-)2 4n 2 COS20 __(n_ l)21

22 
n1
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Term-by-term integration of the power-expansion (7) leads to the corresponding
approximate expression of the integrated orbit-path length given by :

s= (Wo+W 2 c2)JdC pJf(w+ c+w 3 c3)dy+ fw 4 c4dcp

(13)
= h, ýp + h2 sin( n- • + h3 sin(2 n- ýD

where the coefficients h1 , h2 , and h 3 , are expressed by:

h = R{I+-( -L2 c2+-4 ) (14)

h*2 n -R l ! 2 ( nfl2]C (15)

1 n-1

= -Rc (16)
8 n

3 - EXPRESSION OF THE CLOSED-FORM ORBIT-LENGTH INTEGRAL.

A closed-form expression of the integrated orbit-path length has been now obtained by
exploiting the exceptional symbolic-integration capabilities of the Mathematica 3.0 system.

The mathematical structure of the substantially complex result is expressed by:

S(ýD ( dss ) -- _
J0 d q

f 2(l+ccoso )2 +c2 d(P = (17)

= q(O)[ TI( )+T2(O) ]
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where the auxiliary functions q (0), T, (0) and T2 (0) are expressed by:

q() n + cos (18)
8 (I+ccosO) 2 +c2(n n

( I+ CCOSO )2 + rfl-n l

T1(0) = 8sin0 (19)

( 1 + COS0 )2

T2 (O )=W,(O){ 1E(E 1n-) + X2 F(PEIm)+ X1 I(nE;PEýmz)} (20)

In the expression (20) of the second term T2 ( 0 ) in the square brackets of equation (17),

the functions F , E, and Hl represent respectively the Elliptic Integrals of the First kind,

identified as F ( (p I m ), of the Second kind E ( T I m ), both with "amplitude" (P and
"parameter" m, and the Incomplete Elliptic Integral HI ( n ; (p I m) 13, 6,7].

The auxiliary functions W 1 (0), and 
T
PE (0)are defined by the expressions

( 1+ c cosO ), + c, (n 1)
W() -- -i4see2 (I ) _ (21)

1-C2+(C2( n- +i2c 2n- 1

(PE(0)=isinh-I 2 +C )2+ i2 C2 n nI tan (22)

while the complex constants X, I2 , IM , m, , and nE are given by
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1 2 +1c2 n c2 1 +2i i2c2 n n (23)

X2 = 2 l-c+C2 n (2+ic2 -14)

X3 = 4c (25)

1-6 + c-2ý 1-+1 -i4c'n -cý+ C2

m 1 = (26)

C2 +2n_ i2c2 n-

m 2  = n (27)

1-c 2 +C 2  +i 2 c2 n-1

1-2c2 +c 2  
_n 12 -i22 C2n-nE 2 (28)

(1 _C )2 +. n -

The "amplitude" 9PE ( 0 ) , and the three "parameters" m, m 2 , and nE of the three Elliptic

Integrals are all complex. The Mathematica 3.0 system, however, correctly handles this situation,

while performing symbolic, as well as numerical evaluations.
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4 - TIMING BENCHMARKS.

The closed-form expression of the integrated orbit-path length, given by the above set of
equations (17)-(28), was obtained by first performing a symbolic simplification upon the
extremely complex initial formulation generated by the "Integrate" command [41.

This first computer-aided simplification was obtained by using the Mathematica 3.0
"FulISimplify" command [5]. The obtained first simplified expression, shown in Table I, was
thereafter painstakingly further simplified by hand.

All the Mathematica 3.0 symbolic processing was performed on a Pentium 166 MHz
personal computer, having 128 Mb of 60-nanosecond RAM memory, a 2.1 Gb hard drive, and
running the Windows 95 operating system.

The initial symbolic integration of the expression (6) was actually performed by
Mathematica 3.0 in less than a minute. It generated, however, an highly impractical, and
extremely complex expression, extending across more than 20 pages.

Initial attempts at simplifying this obviously redundant expression, by issuing the
"FullSimplify" command [5], were finally discontinued after three days of continuous
processing, because of the escalating memory requirements having exceeded the available 128
Mb of RAM memory, and having forced the Windows 95 operating system to access the much
slower virtual memory on the hard drive.

The first successful simplification of the initial 20-page closed-form expression was finally
obtained, after a number of dismal failures, by a) substituting in (6) the symbol:

k = c2 (29)

to represent the constant term of the radicand, and b) by issuing an initial
<Utilities'MemoryConserve' Mathematica command 181.

The first acceptably simplified expression (shown in Table I), filling just a single page, was
then obtained after three days of continuous Pentium 166 MHz processing.

Subsequent attempts at reintroducing the definition (29) of the symbol k , and at further
refining the one-page computer-simplified expression thereafter, were again discontinued after
four days of continuous processing, because of the operating system having again accessed
virtual memory.

An occasional check of the dynamically-allocated swap-file, performed during these
attempts, showed it had eventually exceeded 300 Mb in size.

Advantage was finally taken of rather obvious formal redundancies of the one-page
expression in Table I, by painstakingly further refining the simplification process by hand, and
by methodically verifying the correctness of every required step with Mathematica.
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5 - NUMERICAL EVALUATIONS.

Numerical evaluations and graphic displays of the integrated orbit-path length, as expressed
by set of equations (17)-(28), were generated again using the Mathematica 3.0 system, and

assuming the parameter-values c = r1R = 0.2, and n = 9, as in Figure 1.
It was found that, notwithstanding the complex character of the various auxiliary functions

and constants, the above given, further simplified expression of s(p) consistently evaluates to a
real quantity, with its residual imaginary part being buried way down in the numerical noise
with rms = 10 -15, and that the resulting values appear to be correct and physically significant
(Figure 3). Direct comparison to the approximate expression, given above by equations (7)-(16),
proved this fourth-order approximation to be surprisingly accurate, having average relative
error of ± 0.005 (Figures 4-6). Graphic displays of the difference between the closed-form, exact
expression of the integrated orbit-path length, and the fourth-order approximation show this

difference to very closely depend on the wrapping angle 0 as 0.0217 x Sin(20), at least in the
evaluated case ofc = 0.2 , and n = 9 (Figure 7).

This rather fortunate circumstance provides the possibility of further refining the accuracy

of the fourth-order approximation, by appropriately tweaking the coefficient H 3 in its third
term. Figures 8 and 9 show the extent of the accuracy improvement, obtained by applying such

an ad hoc correction of the coefficient H3 , in the case of c = 0.2 , and n = 9 . The possibility of

using such a simple, and highly effective ad hoc correction of the coefficient H 3 actually makes
the fourth-order approximation highly competitive, in view of the much longer numerical
computation times required to numerically evaluate the exact expression (17)-(28).

The exact, closed-form expression of the orbit-path length, given by the above set of
equations (17)-(28) , has indeterminate points at 0 = (2v+1) 7c (where V = 0, 1, 2 . . .), and

assumes physically unacceptable negative values for 7T < 0 < 27t , 37c < 0 < 47c , . . ; this
numerical computation quirk can be, however, easily eliminated by adding a constant correction
term to the obtained negative numerical values, the value of this term being dictated by the
requirement of monotone continuity of the s(0) function, as function of 0, across the 0-points

corresponding to odd multiples of It.

The Mathematica 3.0 system is, however, quite probably not the most efficient processing
tool, if only high speed numerical evaluations are required, in which case the use of the
FORTRAN Function Subprograms CELINT of type COMPLEX, and WELINT, of type
COMPLEX*16, of the CERN MATHLIB Library 19-11] may be more appropriate.

6 - CONCLUSIONS.

An exact, closed-form mathematical expression has been given that expresses the integrated
path-length of a re-entrant, multiturn, toroidal/helical equilibrium orbit, as function of the
azimuth angle, measured around the orbit axis.

The use of a multiturn, toroidal/helical equilibrium orbit is the distinctive characteristic of a
recently proposed new type of High Power Microwave (HPM) amplifier, that synergistically
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combines the basic principles of the Relativistic Klystron Amplifier (RKA) with those of
Electron Storage Rings. The new type of High Power Microwave amplifier 11-2] is expected to
attain much higher efficiencies, duty cycles, and spectral purity, because of its advanced design
being based on most recent techniques of particle-beam dynamics.

The given closed-form expression of the integrated orbit-path length has been obtained by
symbolic integration performed with the Mathematica 3.0 system [4-8], and thereafter
aggressively simplified, through an unusually lengthy symbolic processing.

The symbolic simplification was further refined by hand, methodically verifying every step
with Mathematica 3.0 . Further, the performed numerical evaluations show a previously
developed approximate expression of the integrated orbit-path length to be surprisingly
accurate, and easily susceptible of further ad hoc accuracy enhancement. The obtained timing
benchmarks show the numerical computation of the closed-form, exact expression of the
integrated orbit-path length, performed by the Mathematica 3.0 system, to require a much
longer processing time than the one required by evaluation of the approximate expression.
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Asymptotic Techniques in Naval Ship Design

Mr. R. Routier, Naval Sea Systems Command, Washington, DC
Dr. R. Burkholder, The Ohio State University ElectroScience Laboratory, Columbus OH

Abstract

This paper discusses work NAVSEA, Ohio State University, and the Boeing Corporation
are doing to allow surface ship designers to predict antenna pattern degradation due to
ship structure, field strengths, radiation hazard (RADHAZ) levels, the effect of far-zone
jammers, Multipath due to antenna-to-antenna coupling in complex scattering
environments. It concentrates on work that is being done in the microwave and above
frequency regime where asymptotic techniques can be used. This paper is not so much a
prescription for how to perform Computational Electromagnetic (CEM) in ship design
but rather a description of the techniques that are being tried, the present status of the
work, and a presentation of some interim results.

Introduction

Numerical electromagnetics is difficult in almost all cases of interest. ACES papers and
other professional journal articles routinely report new approaches and techniques for
computing EM parameters but often the source or receptor of EM energy is fairly simple
as is any geometry that might interact with this energy. Sometimes elementary sources
and receptors of EM energy are useful in ship design computational electromagnetics, but
complex geometries are a fact of life and it is often impossible to simplify ship
geometries to the extent that is possible in other problems of practical interest. It is
possible to simplify ship topside geometries when lower frequencies are being examined.
For instance, at HF communication frequencies (2-30 Mhz) a wire grid model of the ship
and its whip antennas can be developed and accurate antenna patterns and topside field
strengths can be predicted using NEC. It is not necessary to model geometric details at
these long wavelength frequencies. If the ship is too large, present matrix inversion
techniques may not be adequate but the MoM technique still holds promise for handling
these larger problems in the future. At radar frequencies (300 Mhz to 10 Ghz), NEC and
MoM are inadequate if the whole ship must be considered in an analysis.

NAVSEA 03K/ElectroScience OSU/Boeing/GTRI and others have been working for
several years to develop tools to predict antenna gain patterns, EM field strengths, and
antenna-to-antenna coupling in the surface ship topside environment. The present state of
this work is that some capability exists in each of these areas but large amounts of
computer time are often needed and usually the geometry must be simplified. Computer
time is not really an issue from a cost perspective. Millions of dollars can be saved by
designing a ship properly in the first place and these savings justify any computer
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expense needed to get good answers. Geometry simplification is another matter,
however, because it is often unclear what geometry elements arc important and what ones
can be neglected. This paper concentrates on discussing what is being done to model
electrically large aperture antennas while handling the whole ship geometry. It also
mentions one approach to identifying and eliminating geometry elements that truly arc
unimportant. In all cases, we discuss only the use of ray techniques (Geometry Optic,
Uniforn Theory of Diffraction).

The Ray Tracing and Casting (RTC) Program

The Ray Tracing and Casting program was developed specifically to predict field strength
levels anywhere on a ship topside when a radar or other microwave (or higher) frequency
emitter is operating. It uses the asymptotic techniques of Geometric Optics and the
Uniform Theory of Diffraction [1,2,3] as its theoretical basis and includes ray tracing
approaches gleaned from the computer graphics community to allow relatively fast
determination of ray paths when the geometry is complex [4]. This latter feature sets
RTC apart from other ray based CEM codes; indeed, including efficient handling of tens
of thousands of geometry elements was a primary reason RTC was developed rather than
customizing an existing ray based code such as OSU's NEC/BSC. RTC also has a ray
casting capability that is similar in spirit to the shooting and bouncing rays (SBR)
approach [5] effectively used in certain CEM problems (cavity RCS prediction).

In ship design, RTC's ray casting capability is used to determine where the highest field
levels are likely to be found in the topside environment. Rays are simply cast ("shot")
from the source and allowed to reflect from whatever geometry they encounter up to a
user-specified bounce level. Field levels are then estimated from the density of rays at
any point of interest. Of course, only Geometry Optic contributions are included in this
approach. Another application of ray casting is the quick determination ofbackscatter
hot spots. Parallel rays are cast at the ship from an offboard location and allowed to
bounce within the ship structure. Those that return to the source (those that have a final
direction that is within some tolerance of being just opposite of the incoming direction)
are saved and displayed. This technique is very effective at identifying "disjoint" comer
reflectors that may not be noticed by a visual inspection of the topside geometry. Figure
1 shows an example of the results from this approach.
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Figure 1. Ray Backscatter

Ray casting does not account for diffraction effects. To account for diffraction, it is
necessary to use RTC's ray tracing mode (note: our use of the casting and tracing
terminology differs from the computer graphics community's usage -- their ray tracing is
our ray casting). In ray tracing, point-to-point propagation paths that satisfy Fermat's
principle of stationary path length are found. RTC uses closed form algorithms to find
reflection and diffraction points on planar surfaces and straight wedges and uses iterative
algorithms to find reflection points on circular cylinders and non-uniform rational B-
spline (NURBS) surfaces. RTC also finds curved surface diffraction paths associated
with circular cylinders but ignores curved surface diffraction from more general shapes.
RTC also ignores diffraction from curved wedges and diffraction from tips/comers.
These limitations do not seem to be too severe in the shipboard geometries RTC was
designed to handle.

The Generic Generalized Ray Expansion Antenna Model

Accurate modeling of radar antennas in a shipboard environment is a challenge. These
antennas can have apertures tens of feet in size. It is clearly not reasonable to model such
large antennas as point sources when other topside structure is in their near field. In
1997, a Generalized Ray Expansion (GRE) source model was added to RTC to allow
proper modeling of large topside antennas. The GRE model has a strong theoretical
foundation; it is based on the equivalence principle. In this model the antenna itself is
replaced with a circumscribing bubble or "GRE surface" of convenient shape. Then, the
fields that would exist on this imaginary surface in the presence of an antenna operating
inside are determined and converted to equivalent surface currents. Finally, the GRE
surface is discretized into patches small enough that topside structure near the antenna is
in each patch's far field.

Figure 2 illustrates the details of the GRE source modeling technique. First, an
equivalent planar aperture is defined as closely as possible to the physical aperture of the
to-be-modeled antenna. This aperture will be allowed to tilt and rotate within the GRE
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surface so it must be sized to fully contain this aperture for all possible antenna
orientations. Next, aperture currents J, and M, are found such that the far field pattern of
the aperture has the polarization, gain, horizontal and vertical beamwidths, and average
sidelobe levels ofthe actual antenna. The entire GRE surface is divided into
subapertures, two of which are shown in Figure 2. Equivalent surface currents for each
subaperture are determined by:

J.(rn)=u. X H(r.)
M,(r.)=E(r.) X u.

where r., is a point on the subaperture and u. is the outward pointing unit surface normal
vector at r, and E(rj), H(rn) are the electric and magnetic fields radiated by the aperture
currents J,, M. while the antenna's equivalent aperture is oriented to point in a particular
direction. Finally, in accordance with the equivalence principle, the aperture currents are
removed and replaced by the GRE equivalent currents over the encapsulating surface.

------------ IZ-----------------------

zsAt

a --- --- - ------ /-

Subaprtures

Cylindrical
Axis of ORE surface
rotation

-------------------------------

Figure 2. GRE Antenn2 Modeling

When this model is used to compute fields anywhere in or near the topside, each patch is
treated as a separate but coordinated point source. Ray tracing is accomplished for each
such point and the complex vector strength of each ray is accumulated at the observation
point to arrive at a field strength prediction. The complex vector strength of rays leaving
each patch are computed based on the angle of departure of the ray relative to the patch's
normal and to the surface currents on the patch. These surface currents depend, of course,
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on the orientation of the antenna's equivalent aperture as mentioned in the previous
paragraph.

The version of the GRE model implemented in 1997 is termed the Generic GRE model.
In this model the arbitrary GRE surface has been chosen as a cylinder that is roughly
conformal to the volume swept out by the to-be-modeled antenna as it scans in azimuth
and elevation. The whole reason for using the GRE surface instead of the antenna's
aperture is that RTC can trace paths from patch centers to the observation point once yet
be able to compute fields at the observation point for any orientation of the antenna. The
strengths of the rays leaving the patches is dependent on the antenna pointing angle and
must be recomputed each time a new antenna pointing angle is considered, but this is
computationally inexpensive as compared to the ray tracing expense that now only needs
to be incurred once.

Generic GRE Test Results

The Generic GRE antenna source model as implemented in RTC has not yet been
validated against measurement data collected on a Naval ship. This is planned for 1998.
However, a laboratory validation effort using a 2' diameter parabolic dish antenna and a
simple geometry arrangement was accomplished as a proof of concept effort [6]. More
recently, the proper integration of the Generic GRE model in RTC was verified by
comparing RTC outputs to those generated by OSU's BSC program after installing the
antenna model in that program. Figure 3 shows far field gain patterns (azimuth and
elevation cuts) generated by RTC; BSC outputs were identical to plotting accuracy. A
very large naval antenna (AN/SPS-49) was modeled in this test and the results look
realistic.

sPs.F, P F Gau P-, (104 pitch WWe)

Sil

Figure 3a. AN/SPS-49 Azimuth Pattern

247



[Additional RTC output will be presented during the oral presentation of this paper.]

Future Plans

In addition to validating the Generic GRE source model predictions by comparing them

to measurement data collected aboard a naval ship, two other efforts have been

recommended to NAVSEA for sponsorship. Both are aimed at speeding up ray tracing

which can require literally days of workstation CPU time. In the first, we would

investigate methods for reducing ray tracing time by recognizing that traced paths from

nearby patch centers to a common observation point location are likely to have much in

common. Is there a way to simplify the path determination process for a second patch

once the paths for a first patch have been found? This issue is discussed further in the

next paragraph. The second effort being recommended to NAVSEA is the use of
massively parallel computers. We believe such computers could take a brute force but
time efficient approach to ray tracing a problem with hundreds of GRE bubble patches in

a complex geometry setting.

Figure 3b. ANISPS-49 Elevation Pattern

Presently, RTC can very significantly reduce computation time required to find ray paths

by automatically (if directed by the user) culling the geometry. In the culling process,

RTC eliminates geometry elements that are not directly or indirectly (via surface
reflections) visible to either the source or observer. This almost always eliminates more
than half of the geometry elements and because the tracing processes is of order M'
where M is the number of geometry elements and N is the bounce level being sought,

results in much reduced computation time. Although this technique does markedly

reduce computation time, additional reductions are still needed to allow ship design
engineers to get prediction results quickly. One thought that might be considered is to
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perform full ray tracing on 50% (or 25%, or 10%) of the GRE patch centers and then only
consider the geometry elements that "played" in these paths when looking for the paths
associated with the remaining 50% (or 75%, or 90%) of the patch centers. Determining if
this will work will require a certain amount of experimentation.
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ABSTRACT
This paper presents a new fast full-wave analysis technique that can be used to analyze the

scattering and radiation from finite arrays of microstrip antennas. The mixed potential integral
equation (MPIE) describing microstrip problems is discretized in spatial domain by means of full-
wave discrete image technique. With the help of a new algorithm to calculate the matrix-vector
product, the resulting system is solved using biconjugate gradient (BCG) method in conjunction
with FFT. Several numerical results illustrate that the proposed method is powerful for analyzing
large finite arrays of microstrip antennas.

1. INTRODUCTION
A microstrip antenna array can be analyzed using two approaches. One approach is to approx-

imate the array as an infinite array and. as a result, the analysin of the array is then reduced to
the analysis of a single element using Floquet-type representation of field [l]-[3]. This approach is
very efficient; however, it does not account for edge effects of a finite array, nor can it deal with
the effect of the feed network. The other approach is to deal with the finite array directly. This
approach is considerably more difficult because of the necessity of solving a large matrix equation.
which requires a large computer memory and excessive computer time. In the past, finite arrays of
print dipoles and rectangular microstrip patches have been studied by using the spectral domain
moment methods [4]- [6]. A microstrip series-fed array has also been analyzed [7] using a full-wave
discrete image technique that transforms a spectral domain formulation into the spatial domain
without losing any full-wave information [8]. [9].

A powerful numerical technique that can significantly reduce the memory requirement and com-
puting time is to combine the conjugate gradient (CG) method with FFT. The resultant method
is often referred to as the CG-FFT method that was first developed by Bojarski [103 and has been
applied to many large electromagnetic problems. A much more accurate and efficient CG-FFT
method can be achieved by using spatial discretization scheme and transferring the del operators
from the Green's function to the expansion and testing functions [11]. [12]. Realizing this fact.
a full-wave analysis technique for microstrip structures has been proposed, which combines the
CG-FFT method with the full-wave discrete image technique [13]. When a spatial domain dis-
cretization is used in the CG-FFT method, the efficiency of the method is primarily determined by
the convergence of the CG algorithm. In many applications, the CG algorithm can be substituted
by other iterative algorithm for a faster convergence. A commonly used alternative is the bicon-
jugate gradient (BCG) algorithm [14]-[16]. The BCG algorithm is better suited for systems that

are poorly conditioned than the CG algorithm, although it does not decrease the residual error
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monotonically [17]. It is found that in the application dealt with in this paper, the BCG algorithm
outperforms the CG algorithm significicantly.

In this paper, the authors present a new fast full-wave analysis technique that can be used
to analyze large microstrip antenna arrays. We discretize the integral equation describing the
micristrip problem by converting the spectral domain Green's functions into the closed-form spatial
Green's functions by means of full-wave discrete image representations. In this procedure, the del
opertors are transfered from the singular kernel to the expansion and testing functions. The BCG
algorithm in conjunction with FFT is employed to solve the resulting system of equations. The
radar cross section (RCS) and radiation pattern of microstrip antenna arrays are calculated using
the reciprocity theorem. The numerical results illustrate that the proposed method is very powerful
for solving the large microstrip antenna arrays.

IL MPIE AND DISCRETIZATION
For microstrip structures, the mixed potential integral equation (MPIE) yields a weaker sin-

gularity in its integrand than the electric field integral equation (EFIE). The MPIE can be written
as

fs x [jp0A(r) + V¢(r)] = f x [E:(•r + Er(r)] (1)

where E' and E' denote the incident electric field and the reflected field, respectively, and

A(r) - G A (Ar, r'). J(r')ds' (2)

4(r) = T-_L_ G5(rr3V . 3(r')ds' (3)4wrso G, (3

in which GA and G, denote the Green's functions for the magnetic vector potential and the electric
scalar potential, respectively.

The spatial domain Green's functions GA and G, are the key to the discretization of the MPIE
in spatial domain. The Green's functions G. corresponding 

0
A and G, can be written in form of

Sommerfeld integral:
=,,qp 1+0 _ 0 , 5,(k 5)g•

2
](kpp)kpdk5  (4)

Generally, this inverse Hankel transform cannot be solved analytically. Fortunately, a full-wave
discrete image technique has been developed for rapid evaluation of this integral [8], [9]. The
closed-form spatial Green's functions can be obtained from (4) by using the full-wave discrete
image.

With the intend of computing the equation (1) via the FFT, we place .the conducting surface
of antenna in a rectangular area which is then divided into M x N small rectangulars whose side
lengths are Ax and Ay along the x and y directions, respectively. Suppose f.',, = fr%,,i and
fY, = fy,,• are vector basis functions in the x direction and y direction, respectively. f,n
represents the roof-top basis function. Expanding the surface current distribution J, in a sequence
of vector basis functions fj,,n and fk,n as follows:

Jý=Z + >1'Jk ~(5)
-nn r,n

and applying the Galerkin's testing procedure to (1) yields

G-0  G5 5  J_ bs J (6)
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where

G_ = [G..(m - m', n - n')], G, = [Gr 5 (m - m', n - n')].

Gy, = [Gy,(m - m', n - n')]. Gy, = [Gý(in - -n', n - -')],

b, = [(fr, E'(r) + E'(r))], b5 = [(fýJ •, E'(r) + E'(r))].

in which

G•,,,(m - m', n - n') = I.(m - m', n - n') + I',.(m - m', n - n')

Gm,(r -m ',. - n') = _ E(- 1)'+__(m - m'+ i, n - n'+ k).
A "Ay i= kO

Gav(m - m', n - n') = Fr(m - m', n - n') + rv,(m - 7n'. n - n'),

a,(m - in', - n') = G,(n' - n, m' - mn),

r_ (m - n' n - n.') =A Z i Z(-)+krs(m - '' + i + k .n

\ i=0 k=0

rF(7n - m', n - n') = jW1J f,o,,ds , .f,,, ,ds'

_(M n') JWOfnfsdsJ fn,.ds ,

Fr(m - m', n -n,') 3 Jjs, ds Gql ,.,,ds',

Here, U1,, is the 2-D unit pulse function defined over {m, n}'" small rectangular cell. So far. the
discretization of MPIE in spatial domain is obtained.

III. BCG-FFT Solution
The linear system implied by (6) can be solved via a direct method or a CG iteratise method. In

order to analyze large finite arrays of microstrip antennas, we employ the BCG algorithm and FFT
to reduce substantially the memory requirement and CPU time. The BCG algorithm employed
here for solution of Ax b, in which A is symmetric. can be found in [12). [17]. In this BCG
algorithm, A is only involved in the matrix-vector product. For the problem considered here this
product can be computed efficiently via FFT without a need to generate the square matrix.

In fact, it is observed that the relationship between (A and J is that of convolution from
formulation (2). So we can get the following discrete convolution relationship:

GrJ, = DFT-
1 
{G,(m. n)}. DFT{J,(m, n))) (7)

GJý = DFT-
1

{G5 (m, n)} . DFT{.J(m, n)}} (8)

It is also observed that the relationship between G, and V .J is that of convolution from fomulation
(3). So the following discrete convolution relatioship can be obtained:

G,,Jv = [Dy(m, n) - Dy(m + 1, n)], GrJ,, = [D,(ln, n) - D,(Im, n + 1)] (9)

[D,(rn, n)] = AI DFT-'{F,,(en, n)), [D(m, n)= DFT-'{r'ey(.. n)} (10)
22AxA
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[rFq(m, n)] = DFT{r,(m, n)} . DFT{Jý(m, n) - Jý(m - 1, n)) (11)

[rqv(m, n)] = DFT{rq(m, n)}. DFT{Jy(m, n) - Jv(m, n - 1)} (12)

The matrix-vector product can be calculated efficiently via FFT by using formulations (7)-(12).

IV. NUMERICAL RESULTS AND CONCLUSION
In this section, the authors will present several numerical results to demonstrate the accuracy

and efficiency of the above mentioned method. The numerical convergence is defined as Err =

IrnII2
/11rol

2
. All computations were carried out on a DEC Alpha workstation.

In order to test the convergence behavior of the method, we first consider a typical problem,
namely scattering of a normally incident plane wave from a rectangular microstrip patch antenna

[18]: 10ammx 15mm patch, cr = 10.2, width ofsubstrate h = 1.27mm, f = 3.12 GHz. For given
tolerance Err < 10 -e, the number of iterations vs. the number of unknowns for CG-FFT [13] and

present method are given in Fig. l(a). The CPU time per iteration vs. the number of unknowns
for CG-FFT [13] and present method are given in Fig. l(b). Fig. 1(a) and Fig. 1(b) show that the
convergence behavior of the present method is better than that of the CG-FFT method.

As the second test case we consider the scattering from rectangular microstrip patch antenna.
The monostatic RCS vs. frequency is given in Fig. 1(c) and is compared with the result of [19].

Two results agree very well. This example illustrates that the proposed method has a very good
accuracy.

As the third test case we consider the radiation from a four-element series-fed micristrip antenna
array shown in Fig. 2, which is fed at the left end [7]. The E-plane radiation pattern is given in
Fig. 3 and is compared with measured data [7]. The comparison shows that the proposed method

has also a very good accuracy even for solving antenna array problems.
The last test case we consider is the scattering and radiation from microstrip corporate fed

planar arrays to test the capability of the proposed method. The 8 x 4 microstrip corporate fed
planar array is given in Fig. 4(a). The current distribution on the 8 x 4 microstrip corporate fed

planar array is given in Fig. 4(b). The radiation patterns of the microstrip corporate fed planar
arrays are given in Fig. 5. The monostatic RCS of microstrip corporate fed planar arrays is given

in Fig. 6. The radiation patterns of 16 x 8 and 16 x 16 microstrip corporate fed planar arrays are
given in Fig. 7. The requirment of computational sources is listed in Table 1.

Table I. CPU Time and Storage of DEC Alpha Workstation

Number of CPU Time Number Computer
Array Unknowns per Iteration of Iterations Storage Tolerance
8 x 8 118073 11.6 secs 313 18 Mb 10-3
8 x 8 118073 11.6 secs 599 18 Mb 10-6

16 x 16 495044 97.81 sees 425 65 Mb 10-3

16 x 16 495044 97.81 secs 1070 65 Mb 10 -6

These results for microstrip corporate fed planar arrays show that the proposed method is
powerful enough to be applied to analyze large electromagnetic problems and save on memory and

CPU time.
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(a) (b) (e)

Figure 1: (a) The CPU time per iteration vs. the number of unknowns. (b) The number of iterations
vs. the number of unknowns. (c) The RCS (cog) vs. frequency for a rectangular microstrip patch
antenna: 36.6 mm x 26.0 mm, e, = 2.17, width of substrate h = 1.58 mm, , 0--- 60', €O = 45'.

L

Figure 2: The geometry of a series-fed microstrip antenna array, L = 10.08 mm, W = 11.79 mm,
L 2  -13.4 mm, L3  12.32 mm, dl = 3.93 mm, d2 = 1.3 mm, h= 1.5748 mm , E. 2.1, f =9.42
GHz.

S-4 5 -I-n { j ,,,-- 10

•.4) "5-,818(o2 .

(a) (b)

Figure 3: The E-plane radiation patterns of a series-fed microstrip antenna arrays: (a) L, 23.6

mm, (b) LI = 14.6 mm.

255



(a)(b)

Figure 4: (a) The geometry of an 8 x 4 microntrip corporated fed planar array. L, 1 0= lO8 mm.
L2=12.32 mm, L3 = 18.48 mm, W4= 11.79 mm, d, = 3.93 mm. d2= 1.3 mm, the width of

substrate h. = 1.59 m-nm , (,= 2.2,f 9.42 GHz. (b) The x-directed current distribution of the
8 x 4 microstrip corporated fed planar array.

(a) (b)

Figure 5: Radiation patterns of an 8 x N mirrontrip corporated fed plinar arrays. (a) F plane. (b)
H-plane.
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Figure 6: RCS of microstrip corporated fed planar arrays. (a) 8 x 8 array. (b) 8 x 16 array
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Figure 7: Radiation patterns of 16 x 8 and 16 x 16 microstrip corporated fed planar arrays. (a) the

E-plane. (b) H-plane.

257



Analytic Solution for Low-Frequency Electric Induction
in an Equatorially Stratified Sphere

Trevor W. Dawson
Dept. Elec. & Comp. Eng., U. Victoria. P.O.Box 3055

Victoria, British Columbia. Canada V8W 3P6

Abstract

This paper considers the analytical solution to the problem of low-frequency induction, by quasui-niform
electric fields, in an equatorially stratified sphere having the particular conductivity distribution (c) =
n01a ... ("c), where p E {1,2} is a periodicity factor, ao is a conductivity amplitude factor, and A > 0 is
a dimensionless conductivity contrast parameter. The resulting induced electric and current density fields are
fully three-dimensional and exhibit interesting. yet physically reasonable. behavior. Most noticeable are the
deviations from the straight current paths that would be present in the absence of any conductivity gradient
Tids solution for electric excitation is supplementary to ones previously published for the quaoi-static magnetic
excitation, and so completes the solution for induction in the sphere by" quaui-uniform electromagnetic sources

1 Introduction

When the source frequencies are sufficiently low, the induction in compact isolated conductors can be considered in
terms of separate contributions due to electric and magnetic sources [Olsen, 1994-. For the case of electric excitation.
the electric field inside the conductor may be represented in terms of an unknown scalar potential using Stevenson's
method [ Van Bladel, 1985]. The applied electric field manifests itself through the surface boundary condition, which
involves the induced zeroth-order surface charge density. The scalar potential contribution accounts for the effects
of conductivity gradients and for currents due to surface charges. The resulting mathematical equations can give
rise to a variety of numerical schemes, including the Scalar Potential Finite Difference (SPFD) method )Dawson et
al., 1997]. It is desirable to validate any numerical solution, preferably by comparison with an analytical solution.
Suitable analytic solutions are relatively rare, particularly for fully three-dimensional problems. Thin paper presents
such a solution for the case of a sphere having the particular function of equatorial angle

c(oe=aooe-s'I.l (1)

where p E {1,2} is a periodicity factor, n0 is a conductivity amplitude factor, and A > 0 is a dimensionless
conductivity contrast parameter. This distribution has p conductivity maxima and minima as a function of
equatorial angle V, and a maximum conductivity contrast of e

25
. The solution involves a Green's function which

was previously derived for the case of arbitrary uniform magnetic excitation of the same sphere Dawnson and
Stuchly, 1997; Dawson, 1997] . Tile result completes the solution for low-frequency induction in the equatorially
stratified sphere by uniform quasi-static electromagnetic fields

2 Analytic Solution

Under the quasi-static approximation, with a common c-' factor dropped and in the absence of ano applied
magnetic field, the lowest-order electric field internal to the sphere has the representation [Dauoson and Stuchly,
1997]

El (u) = iwVtb(a). (2)
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Here Vp(u) is a scalar conduction potential to be determined as a solution to the differential equation

V. [c(u) V4(u)l = 0, (3)

which follows from the requirement that the divergence of the current density be zero throughout the sphere

interior. Specification of the problem is completed by imposition of the boundary condition

a(u) AM(u) .V(u) = Pss(U), (4)

where po(u) is the lowest-order charge density induced on the surface of the sphere by the applied external electric
field.

The solution to the boundary value problem (2) and (3) can be expressed in terms of the same modified Green's
function used for the case of magnetic excitation [Dawson and Stuchly, 1997] as

S= i G. (u'lu) p.0(u) da(u). (5)

Here G, (u'au) has the form of the expansion

0Ce(u'IU) = A('kwQn6)~()e,('r}(6)
we{e,ol ,n,n=5

[Dawson and Stuchly, 1997J in eigenfunctions of the two angular coordinates, the prime indicating that the m =

n = 0 term is to be omitted. The terms 
t
,(F') are the even and odd normalized eigenfunctions of the differential

equation
F"(F) + [-'(v) /s()] F'(F) + g

2
F(F) = 0. (7)

Acceptable solutions of (7) are subject to a boundary condition of periodicity, which defines the equatorial eigen-
values p,_, so = 0,1 ... , associated with even (wo = e) and odd (w = o) eigenfunctions. In the case p = 2,
the eigenfunctions additionally separate into cr- and 27r-periodic classes. All are defined in terms of Fourier se-
ries. Eigenfunctions corresponding to different eigenvalues are orthogonal under a suitably defined inner product.
Similarly, the terms (Q0(6) denote the normalized eigenfunctions of the ordinary differential equation

(sin 0 Q'(G)]'/sin 0 + (v (1 + v) - p
2
/sin

2 
0) Q(O) = 0. (8)

Boundary conditions of regularity at the sphere poles lead to the eigenvalues

v E f m' =-,, + +nln = 0, 1_.... (9)

The functions

Q_,,(0) = sin"- C$("+'
1

>(cos 6), (n = 0,1,...), (10)

form a suitable set of unnormalized azimuthal eigenfunctions, in terms of the Gegenbauer [Morse and Feshbach,
1953; Abromowitz and Stegun, 1965) (ultraspherical) orthogonal polynomials. Pairs of eigenfunctions (10) of
different azimuthal orders are again orthogonal under a suitably defined inner product.

The uniform electric excitation field of interest is

E' = Ei + E 3+E, (11)

where E_, E, and E.' are constants. and has the associated zeroth-order surface charge distribution

p 3 5 (u) = 3SsE'E sin cossF&i + sin sinFog + cosO i} (12)

[Stratton, 1941). The surface integrals in the representation (5) for the potential can then formally be evaluated,
leading to the solution

Vs(as') = 3csn
5
E'- w 5 t~~)~~'R=rI) (13)

a5{ee2 mn=5
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for the potential. The vector expansion coefficients have the form

W'-. =- U-:V•. +U, V-7-• i# +; U;ý:ý Vl- -(14)

in terms of the equatorial contributions

u.ý= jF_.(w)cosp d:. U.•.,= ; jP, (ý)sin;d;. U.. = F,ý(,,) d;. (15)

and the azimuthal contributions

V = = -- () sin
2 

9 dO, VT, j Z, (0) sin 0 cot 9 d (16)

The integrals (15) can be integrated either numerically, or semi-analytically in terms of the Fourier coefficients.
while (16) can be evaluated analytically using properties of the Gegenbauer polynomials [Abromowit, and Stcgun.

1965] and tabulated integrals [Gradshtcyn and Ryzhik, 1965].

3 Field Examples

The examples pertain to a 1-m diameter sphere under exposure to 60-Hz. 1-V m-
1 

source fields. The contrast
parameter in all cases is A = InV5b -- 1.956, and the scale factor is chosen to be 

0
c = exp(-A) S m-'. The

conductivity model is therefore
a(ýs) _ 5 0 -(l+-pv)/

2 
S m-

1
, (17)

with a maximum contrast of 50: 1 and a maximum value of I S m-
t

. The examples use 24 equatorial modes and
64 azimuthal modes. In the case p = 1, the conductivity has one minimum and one maximum as a function of :.
and these both lie in the plane y = 0. In contrast, in the case p = 2 there are twso minima and two maxima a& a
function of V. The minima both lie in the plane y = 0, while the maxima both lie in the plane x = 0,

The first example pertains to E. excitation in the r periodic case. Figure 1 depicts normalized electric field
(left panel) and current density (right panel) vectors in the horizontal near-equatorial plane z - 35 mm. The
source vector is directed along the y-axis, and therefore parallel to the plane x = 0 containing the two conductivity
maxima. The arrows are superimposed on a gray scale representation of the conductivity, with lighter shades
being associated with higher conductivity values. If the sphere were uniform, the arrows in each panel would all
be parallel and of the same length. The presence of the conductivity gradient leads to the preferential current flow
in the regions of higher conductivity which is clearly visible in the right panel. The conservation of current in the
sphere interior also results in the reduced electric field amplitude in the more highly conducting regions. Further
information on the field distributions and amplitudes is presented in the gray scale plots of Figure 2. These are
cross sections of the electric field (top row) and current density (bottom row) amplitudes, shaded by field amplitude
according to the attached legends and using the indicated units. The current channeling by the higher conductivity
is clearly illustrated in the lower left panel, as is the converse electric field behaviour in the top left

The second example again involves Ev excitation, but for the case of a 2n, periodic conductivity distribution.
In this example, the source vector is parallel to the plane x = 0 containing the median conductivity values and
separating the sphere into more highly (x < 0) and poorly (x > 0) conducting hemispheres Figure 3 illustrates
the resulting current flow in the horizontal near-equatorial plane z = 35 mm. The dominance of current flow in
the more highly conducting hemisphere is immediately apparent in the right panel, as is the associated suppressed
electric field in the left one. Figure 4 shows cross sections of the field amplitudes using the layout of Figure 2. The
various panels reinforce the expected and reasonable nature of the resulting solution.

4 Closing Remarks

This paper has presented the analytical solution to the problem of low-frequency electromagnetic induction in an
equatorially stratified sphere by applied quasi-uniform electric fields. The induced current density and electric field
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Figure 1: Representation of normalized electric field (left panel) and current density (right panel) vectors in the
plane z = 35 mm for the sr-periodic conductivity distribution in a 1-m diameter sphere, under excitation by a
60-Hz, 1-V m-r electric source field directed along the y-axis (therefore parallel to the plane x = 0 containing the
two conductivity maxima). The arrows are superimposed on a gray scale representation of the conductivity, with
white denoting higher values. Coordinates are in meters.

are fully three-dimensional, and exhibit physically sensible behaviour. Linear combinations of these fields solve
the problem for arbitrary uniform electric polarization. This solution for electric excitation is supplementary to
previously published ones for low frequency magnetic excitation, and so completes the analytical solution to the
problem of quasi-static uniform electromagnetic induction in the inhomogeneous spherical model. It is anticipated
that the model and solution should prove particularly useful in the validation of three-dimensional low-frequency
electromagnetic computer modelling codes.
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Figure 3: Similar to Figure 1, but for a 27r-periodic conductivity distribution.
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Abstract

Oakridge National Labs' Parallel Virtual Machine (PV'M) is used to parallelize computational
electromagnetics codes in FORTRAN 77. We studied a Moment 'Method code in the spectral
domain, a Physical Optics code, and Finite-Difference Time-Domain code. Though all problems
are considered to be numerically intensive, the MoM and PO formulations displayed exception-
ally parallel behavior, and produced 937. and 807 efficiencies, respectively, for 20 processors.

A work-in-progress FDTD code and partitioning strategies are briefly discussed.

Introduction

The Parallel Virtual Machine, or PVM, is a group of function and subroutine calls which.
under programmer control, enlist one or more computers to operate in parallel on a single
problem [1]. With PVM, the task of discovering parallelism in a given problem and distributing

the computations to independent processors is left entirely to the programmer.
PVM has a number of technical and economic features which make it a good product for use

in scientific programming: it has interfaces for FORTRAN 77 as well as the C language. it runs
on a wide variety of the most popular Unix workstations, and it frees the scientific program-
mer from having to know the low-level computer and data network details which underly its
workings. Additionally, PVM is available free via the Internet. without any export restrictions,
from Oakridge National Laboratory [2]. The environment used in this work was a collection

of twenty-four HP 9000 712/80 workstations running HP-UX 10.20 and PVM version 3.3.11.
All workstations were connected via ethernet, and the users' filesystem was shared using thie
Network File System (NFS).

In each case investigated, a master/slave technique was used. whereby a master program read

in the problem definition and spawned several slave tasks. The master program then partitioned
the program into pieces and doled out these pieces to each slave task. As the slaves completed
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their pieces, they communicated their results back to the master. The master collected all the
results from the slaves and either computed or presented the aggregate result.

To measure the performance of the parallelized code, each sequential program's execution
time, T3, was measured. Next, each parallel program's execution time, T5, was measured for
increasing number of processors, P = i.n. The speedup factor, S = TI/T, was calculated and
plotted against P. For the highest values of P, the efficiency, E = SIP, is discussed.

For the spectral domain moment method and physical optics codes, the slave tasks did not
have to communicate with each other. Therefore, a straight-forward loop-slicing technique was
used to partition the problem into parallel pieces. The FDTD problem was somewhat more
difficult, as its computations were interdependent. In this case, the problem was partitioned
based upon geometry, and where each subsection of the overall geometry overlapped, slave-to-
slave communication was used. A good technique for this problem is to choose a partitioning
scheme that minimizes the slave-to-slave comminication.

1 A Spectral Moment Method Application

The Method of Moments, or MoM, is a widely used computational technique for solving a linear
operator equation such as an integral equation subject to the boundary conditions [3]. The
computational procedure involves populating an n x n matrix, A, and obtaining a simultaneous
set of solutions against the source column vector, b. In the moment method, generally the
fill time of the matrices is a substantial part of the overall computation time. Populating the
matrices lends well to parallelization, whereas a parallel solution to a matrix equation involves
a great deal of commnication and book-keeping compared to the computation involved.

The spectral domain MoM problem [4] permitted a partitioning whereby a single popu-
late/solve spectral computation could be assigned to a single sequential processor. There was
no immediate gain here other than avoiding parallelizing a trusted sequential matrix solver.
Because the total solution required sampling various values (about 200) of the spectrum, each
sample could be assigned to a separate processor and computed simultaneously. The spectral
solution was formulated to avoid a massive moment matrix computation for 3D problems [4],
and as a side-effect exposed an embarrassingly parallel algorithm (one where the computations
are completely independent and the communications are minimal).

Figure 1 shows a linear speedup for up to 19 processors, without even hinting that the
efficiency is beginning to fall off. At P=19, the efficiency is 93%, a very high mark. Each
individual spectral computation consumed about 10 CPU seconds. The entire matrix population
required only about 15 variables as parameters, of which only one, the spectral variable, changed
for each different computation.

With a parallel workhorse, it was possible to quickly characterize and optimize various con-
vergence criteria, such as integral equation tolerances, subdomain size, and where to truncate
the spectrum.

2 Diffraction Analyses using Physical Optics Technique

The physical optics (PO) technique is popular for diffraction analyses of reflector antennas since
such a computer code is robust [5]. In a typical PO computation, each reflector is divided up into
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Figure 1: Speedup for the parallelized spcctral-domain MoM program.

a large number of triangles such that the linear dimensions of each triangle is in the order of a half
wavelength. The P0 technique does not require the computation of currents interacting on the

same surface, thus the fields on each triangle of one reflector may be computed independently.

The program was used for diffraction analyses of multiple reflectors. A summation involving
each triangular facet's current and the Green's function would veild the field or current at a

near-field point. For multiple reflectors, the output of one execution was fed as input to the
next run. With a two-mirror test case, the first reflector's input data was, approximately 20MB.43

describing a surface with some 90,000 triangles. The next reflector was divided up into about
20,000 triangles, for a total of 1.8 x 10' separate calculations!

The sheer magnitude of the problem. combined with the independent calculations, hint at

a very parallelizable problem. Indeed, up to P =7 in Figure 2. the performance is nearly
ideal. But for increasing P. there is a definite trend with falling performances. At P = 21. the

efficiency was only 807c. This disappointing behavior resulted from the 20MB of data which
had to be transmitted to each parallel task. To reduce the effort in parallelizing the code, the

program depended upon NFS to transmit the data: the slave program merely' opened thle file
on even' computer where it executed, and the data was read via the network. Unfortunately.

the data is needed immediately, and all slaves read in the entire description before processing it
in the exact same order.
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Figure 2: Speedup for the parallelized PO program.

The average transmission time for the 20MB of input data was nearly 20 seconds per pro-
cessor. The ethernet connection was a shared resource, and all slaves read the input at the
same time, competing for the same file server over the same network "wire." Unfortunately, as
increasing numbers of processors cut the problem down to size, the communication time became
increasingly significant. For P = 1, the 20 seconds taken in data transmission were insignificant
compared to the 1 hours of computation. At P = 21, about 33 minutes of computation are
expected, but no calculations were started until 400 seconds passed while the slaves loaded up
the input data. The 62 minutes of communication accounted for a hefty 16% of the 41 minutes
to solve the problem. The efficiency with P = 21 turned out to be only 807: an additional 4%
efficiency was lost due to master/slave communications overhead during the parallel computa-
tion. The only way to gain back some of the expected parallelism is to use a more sophisticated
scheduling algorithm that permits computation and communication to overlap while reading
the input data. Such an algorithm is being investigated and the results will be presented at the
conference.

The program could compute the induced currents in two ways: 1) with a constant phase
in each triangle, or 2) with a linear phase distribution in each triangle. Previous work has
shown that for comparable accuracies, both methods require the same amount of computer
time; however, the linear phase technique would require fewer triangles, and hence, less computer

267



storage and less data commucation time. PVhI was used to investigate the two techniques.

3 Parallelizing Finite Difference Time Domain Code

Unlike the MoM and PO computations, FDTD requires the computational results of neighboring

elements. The complete independence of the computations exploited in the previous examples
does not occur. The problem space must be partitioned in such a way as to minimize the quantity

of data communicated between tasks, or the number of commincations calls between tasks, with

the latter approach being useful when the startup costs for task-to-task data transfers dominate
the commuincations overhead.

A very modest 3D test geometry (40 x 40 x 40) was used for debugging, with T, taking

only 46 seconds. Because every eight time steps the entire volume of interest was reconstructed

in the master from slave transmissions, the master and slaves were burdened by 1/0 intensive
"snapshot" communications. In fact, a performance degradation was seen. Except for startup

and snapshot updates, the slaves are entirely autonomous. For a run requiring a steady-state

result, the slaves run to completion and update the master only once.
The test case was hardly a canditate for parallelization. A more realistic, large-scale com-

putation with data quantity versus data transmissions comparisons will be presented at the
conference.

Conclusions

PVM presents a very accessible tool for parallelizing programs. Fortunately, engineering prob-
lems tend to be somewhat brutish in their computing requirements. allowing a rather straight-
forward method of exploiting parallelism. With the increasing abundance of networked worksta-

tions in academic and industrial environments, formidable problems may now be within reach.
A Windows 95 port of PVM is in the works, opening up the considerable power of today's PCs
for parallel computation. An office PC or workstation that spends perhaps 16 hours of the day
unused might now participate as a computational engine.
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A. INTRODUCTION

This paper describes the computer codes GRADM and GSCATT for predicting the
electromagnetic effectiveness of antennas enclosed in composite structures. In particular, GRADM and

GSCATT compute the antenna pattern performance and RCS, respectively, for enclosed antennas The

enclosed antennas may be of any type-horn, reflector, patch, spiral, phased array--for which the

complex "free-space" pattern is known from measurements or numerical computations GRADM and
GSCATT are based on the near-field (NF) spectral analysis method known as the Spherical Angular

Function (SAF) technique [1-7]. GRADM and GSCATT can be used in conjunction with the existing

SAF codes GMULT, GLOSS and GCUPL to analyze antenna pattern performance, coupling, and

RADHAZ for mixed composite/metallic topsides

This paper is organized as follows. Part B presents some background information concerning the
Navy's progression toward integrated antenna/composite structures for ship topsides. The SAF analysis
techniques implemented in GRADM and GSCATT are described in Part C. In part D, GRADM and
GSCATT are applied to the analysis of the TAS antenna installed in the ATD mast. Concluding remarks
are presented in Part E. Part F contains a list of references.

B. BACKGROUND

The progression toward increasing use of composite materials and structures for the topsides of
Navy surface ships is well under way [8]. Current plans call for the increasing utilization of antennas
that are either enclosed or embedded in multilayer composite structures, in contrast to present day
topsides where antennas operate on mostly metallic topsides. This progression is necessary in order to
meet the Navy's future war fighting requirements, especially for "littoral" warfare, where the

electromagnetic effectiveness of the ships micro/millimeter wave antenna systems will increasingly be
determined by the ability to satisfy stringent RCS requirements in addition to the usual requirements
concerning antenna pattern performance, coupling, and RADHAZ

The progression toward antennas that are increasingly integrated with composite structures to
both increase antenna performance and control topside RCS is illustrated by Figures B-I through B-3.

Sponsored by the Naval Sea Systems Command (NA VSEA), Code SEA -03K24, Arlington, VA
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Figures B-1 and B-2 depict situations where the antennas operate on mixed composite/metallic topsides
Figure B-I shows the concept for the ATD hexagonal mast that encloses the TAS antenna and the SPS-

40 antenna. Figure B-2 illustrates the composite bridge with embedded sensor and communication

arrays. It is anticipated that the unified composite superstructure concept shown in Figure B-3 will be

realized early in the next century.

C. SAF ANALYSIS TECHNIQUE FOR MULTIPLE SCATTERERS

The radiating near-field of an antenna or scattering object may be represented as a vectorial

angular spectrum of outwardly propagating plane waves. This vectorial angular spectrum of plane

waves is completely described by the Spherical Angular Function (SAF) for the antenna, and it is

denoted as F(0,4), where (0,G) are the elevation and azimuth angles, respectively, in a

standard vertically-oriented system of spherical coordinates F(0,) may be expressed directly in

terms of the vectorial complex far-field electric field Eff(0,4) as F(0,4) = r (exp[lkr]}Eff( 0,),

where k = 27C/,, X is the free-space wavelength, and r is the distance to the far-field pattem point

Consider the case depicted in Figure B-1 involving the TAS antenna enclosed in the ATD

composite mast. The resultant total SAF for the antenna operating in the presence of the composite

mast structural elements--ceiling, floor, other enclosed scattering objects, composite walls--is computed

via the "Marching In Range Method", or MIRM for short. Assume the TAS antenna is pointing

starboard. In the MIRM, the antenna SAF is propagated to the first scatterer (the ceiling), the scattered
SAF is computed and added to the incident antenna SAF to obtain the total SAF. This total SAF is just

the distorted SAF for the antenna operating in the presence of the first scatterer. This total SAF after

this first step is then allowed to be incident on the second scatterer (the floor), the scattered SAF from

the second scatterer is computed and added to the total SAF for the first scatterer to obtain the

distorted total SAF for the antenna operating in the presence of the two scatterers. This distorted total

SAF is then incident on the third scatterer, (the FSS wall), and the scattered SAF for this third scatterer

is added to distorted total SAF incident on the third scatterer to obtain the final distorted total SAF. In

general, this process is repeated N times if there are N scatterers This process can be expressed

succinctly as

N-
Ftot(o ,ý) = h~ e~e'~I >~~~,) (C-I)

N• n=0 nl n "' "

where the SAF integral operator r (Gl'*'IR) is defined as
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J~df'ex~i~k6,4) -i~(e,4'] .~{i ~(e4)Ie~4))}.(C-2)

where S n(0,1',01%') is the plane-wave (PW) scattering dyad for the nth obstacle, T. is the vector

distance from the antenna to the nth- obstacle, and where k(e,,4) and i(e', 0') are the wave vectors for

the scattered and incident fields, respectively. I is the identity dyad.

The canonical scatterers utilized by GRADM and GSCATT include flat polygonal composite or
metallic plates as well as metallic finite circular cylinders, metallic finite elliptical cylinders, and metallic
circular cone frusta. Trapezoidal and hexagonal shapes are particularly convenient for modeling the
ATD mast structure. The PW scattering function for the flat composite or metallic polygonal panels is
based on Physical Optics (PO) formulas for opaque polygonal plates and the Periodic Moment Method
(PMM) code [9]. The PO formulas account for the shape of the panels and the PMM code is used to
compute the PW transmission and reflection coefficients for the panels as a function of the PW
incidence angle. We note that the PMM code is applicable to multilayer frequency selective surfaces as
well as to multilayer dielectric panels.

The PW scattering dyad SPP(o,4I',4)') for a flat composite panel of any shape can be
expressed in the PO approximation as

9- X.S(e, 1',P€') 0

s"(e,o ,') 1 0 z4s(0,0 p',)') (C-3)

where s(8,4IO',4') is the PW scattering function for an opaque polygonal plate having the same shape
as the composite panel, X, is the PW scattering coefficient for the panel for vertical polarization,
and X is the PW scattering coefficient for the panel for horizontal polarization. The PW scattering
coefficients are equal to (1.0-PW transmission coefficients) for scattering into the forward hemisphere
of the plate defined by positive values of k' * i, where k' is a unit vector parallel with the incident
wavevector and 7i is an outwardly-pointing unit vector perpendicular to the geometrically-shadowed
side of the panel. For negative values of k' * t, the PW scattering coefficient is equal to the PW
reflection coefficient. Closed-form expressions exist in the literature for the PO approximation for PW
scattering by opaque polygonal plates [ 10, 11 ] and these have been implemented in GRADM and
GSCATT.
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D. APPLICATION OF GRADM AND GSCATT TO THE DD-963 ATD MAST

In order to illustrate the application of GRADM and GSCATT to "real-world" topside
problems, GRADM and GSCATT have been applied to the DD-963 ATD mast. In particular, GRADM
was used to compute the pattern performance of the TAS antenna installed in the DD-963 ATD
composite mast, and the results of this analysis are presented in Part D-1. GSCATT has been used to
assess the resultant RCS due to the combined scattering from the ATD mast composite wall and a
generic rectangular aperture antenna. The RCS analysis is presented in Part D-2. A sketch showing the
antenna pointing directions for the GRADM and GSCATT computations presented herein is presented
in Figure D-1.

We note that all of the physical dimensions for the ATD mast were estimated from sketches
rather than detailed engineering drawings, and that the "free-space" TAS pattern used for the modeling
is an idealized theoretical pattern. Accordingly, the results presented herein are primarily intended to be
illustrative of the modeling capabilities of GRADM and GSCATT, and should not be construed as
definitive assessments of the DD-963 ATD mast performance.

D-I. GRADM Analysis of TAS Pattern Performance

Plots of the TAS elevation pattern installed in the ATD mast are shown in Figures D-2 through D-4 for
zero ship roll. Each figure compares the idealized free-space pattern with the installed patterns
computed via GRADM for the indicated types of ceilings and floors, with and without the FSS wall.
The main effect of the FSS wall at in-band frequencies is to provide some wide-angle filtering All of
the patterns are for the L-band operating frequency of the TAS.

Comparison of the installed patterns for the PEC (perfect electric conductor) ceiling and floor
of Figure D-2 with the installed patterns for the absorbing ceiling, conducting floor of Figure D-3 shows

that the absorbing ceiling significantly reduces the reflection lobes from the ceiling for elevation angles
of > 120 degrees. Hence, the absorbing ceiling is beneficial for RADHAZ and EMC performance.

Port

=0 Forward

(Stem) -. . .- 3" >4- (Bow)

4=90
Starboard

Figure D-1. Antenna azimuth pointing directions for
GRADM and GSCATT computations.
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However, better coverage at the higher elevation angles is achieved for the conducting ceiling,
conducting floor case due to stronger multiple reflections into the upper elevation angles.

Figure D-4 shows the computed elevation pattern when the TAS is pointed toward the bow at
theta = 750, phi = 00. For this orientation, the TAS is blocked by a round metallic shroud enclosing the
cable trunk and portable access ladder. Inspection of the computed TAS elevation pattern shown in
Figure D-4 reveals that the cylindrical shroud causes about 1 dB to 2 dB of blockage over the central
portion of the pattern compared to Figure D-3 where the TAS is pointed to starboard

D-2. GSCATT Analysis of Resultant RCS

The dimensions of the rectangular aperture antenna enclosed in the ATD composite mast were
chosen to be comparable to the TAS antenna aperture. However, in order to respect security guidelines,
the parameters for the feed network and aperture distribution used for the illustrative RCS computations
are deliberately chosen to be disparate from the actual TAS parameters.

It is well known that antenna scattering is comprised of two terms, the "antenna mode"
scattering and the "structural mode" scattering [12]. The antenna mode scattering arises when a portion
of the received power is re-radiated due to reflections in the feed network. The structural mode
scattering modeled by GSCATT arises partly from "aperture rejection" of some of the incident field due
to characteristic mode mismatches and partly from currents induced in the surrounding antenna physical
structures. Forward and reverse marching in range accounts for contributions to the resultant RCS due
to the reflected SAF of the FSS wall and the effects of the ceiling, floor, and FSS wall on the SAF
scattered from the antenna. (The FSS wall has negligible effect on transmitted fields for in-band
frequencies.)

A plot of the (normalized) resultant bistatic RCS for the generic antenna installed in the DD-963
mast are shown is Figure D-5 for the antenna pointed to starboard and an incident PW impinging
perpendicular to the ATD mast wall from theta = 80', phi = 90'. The bistatic RCS pattern shown is an
elevation cut at phi = 90' for one particular choice of antenna load conditions. Families of monostatic
and bistatic RCS patterns can be generated for user-specified load conditions and PW incidence angles.

D. CONCLUDING REMARKS

PW scattering dyads for flat polygonal panels composed of multilayer dielectric and/or
frequency selective surfaces (FSS) have been derived by combining Physical Optics (P0O) formulas for
opaque polygonal plates and the Periodic Moment Method (PMM) code. The PO formulas account for
the shape of the panels and the PMM code is used to compute the PW transmission and reflection
coefficients for the panels as a function of the PW incidence angles. The PW dyads have been
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implemented in the FORTRAN 77-compliant SAF computer codes GRADM and GSCATT for
computing the pattern performance and resultant RCS performance, respectively, for antennas enclosed
in composite masts. Current plans call for the development of advanced frequency-domain and time-
domain computer models for efficient analysis of pattern and RCS performances of multifunction
antenna arrays that are enclosed or embedded in planar and/or curved composite multilayer structures.
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Abstract

The nonlinear problem of the wave propagation is considered. It taken into account that the
diffusion process transforms the interaction of the electromagnetic field with the environment. This
phenomenon is described by the system of differential equations including, the equation for the
perturbation of the dielectric permittivity. The mathematical problem is reduced to the eigen value
problem for nonlinear integro-differential equation of Hartree type. The computational procedure is
constructed.

1. Introduction

Recently there are many theoretical and experimental investigations concerning the nonlinear
problem of the powerful wave beams propagation. Usually, these investigations are restricted by the
local nonlinearity [1-3]. However, it is obviously such description is possible only in the case of
negligible thermal conductivity, in the other words, when the wave beam size is much more than the
scale of the thermal conduction. In the other case it is necessary to take into account the process of
the thermal diffusion of the nonlinear perturbation from the wave field region [4].

2. Analysis

We will describe the wave field propagation in terms of Helmholtz equation for the electric
field amplitude u

Au+k' -e.u=0 (1)

where k is the wave number and e is the dielectric permittivity. We will consider the propagation
of the narrow shortwave beams. Thus we will construct the Helinholtz equation solution
concentrated in the small vicinity of the ray trajectory. In this vicinity, we introduce the orthogonal
coordinate system: ý is the length of the trajectory arch; q is the distance along the orthogonal

direction to the ray.
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We represent the complex-valued fimction u in the terms of u = v exp(ikv,), where

V and V/ - are real functions. Instead (1), it is possible to write the equations:

Av+ k2[6-(VV)]v = 0, div(v2VV) =O0

In this approach the derivatives along the trajectory are essentially less then the derivatives across the
ray direction. Therefore, we can write in the main approximation:

The electric field heats the environment and creates the perturbation of the dielectric
permittivity. Thus e consists of the two parts: e = e, + 6,,

e, being the regular part independent from wave field and e. being the perturbation caused by the

electric field. For the 6., we can write the diffusion equation.

-6,c + a11 -- 0
di7

2

where L is the scale of the diffusion process, a is the nonlinear coefficient. We observe the small
area near the ray and we can consider that L is constant in this area The diffusion equation for 6,

can be integrated in the frameworks of this assumption. Thus, we have get the simple expression for
the nonlinear perturbation 6.:

Now, it is easy to see that we can reduce the problem of the nonlinear interaction in view of
diffusion to the one nonlinear integro-differential equation of Hartree type. It is convenient to
introduce the fundamental solution of the diffusion equation

G(x) = •-exp(-I-),

and the nondimensional variable (V0 - is the maximum of V(77)
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VO

In these designations, we write the main equation.

dy2___ +V' JV2 (t).G(y-t)dt =p.V

It is easy to show that when L tends to 0, G(x) tends to the Dirac delta function and we

have the well known equation with the cubic nonlinearity. The classical soliton is the solution of this

equation v(y) = ch-l(py) with p = J2. When L -) cc, the problem becomes linear and

not interesting for us.
Now, we can see that the wave amplitude V is described by the ordinary differential

equation, because it depends on the longitudinal variable ý just as on parameter. It is obviously that
we have get the mathematical eigen value problem for the nonlinear integro-differential equation.

3. Numerical method

We can not hope to solve this problem by analytical methods. Therefore we constructed the
computational approach which is based on the iterative algorithm. Any concentrated solution, for
example soliton V(y)= ch-'(y), is used as the first approximation. Then, we determine the

perturbation of the dielectric permittivity, that is we calculate the convolution

'(y)*G(y) = JV(t)G(y - t)dt

This procedure uses the fast Fouruer transformation. After that, we solve the linear problem for the
eigen value p and the eigen function v for the second order differential operator with conditions:

v -> 0 when y -* ±oo. This problem is solved by means of the iterations of p from interval

(0,1) using the standard Runge-Kutta method. The solution v of this problem is used now as the
second approximation. This procedure is continued until Iv - VI J, - 5 is the advance

determined precession of the calculations. We used t, l0- + 10-'. This method is very quickly
converge and it does not depends on the form of initial approximation.

4. Conclusions

The computational solution allow us to assert that the concentrated solution exist for any
value of the diffusion scale. The concentrated solution have not any singularities for any value of
L # oo and it looks like the soliton but more wide. The dependence of the wave amplitude v from
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the cross variable y is represented in the Fig.1 (solid line) for the value L = 10. The classical

soliton (L = 0) is represented here by dotted line. Naturally, the diffusion process enlarges the

soliton.
The dependence of eigen value p versus diffusion scale is represented in the Fig.2. We can

see that the solution width which is determined by the value of p, is very slowly grow with
growth of parameter L.
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Fig. 1. The dependence of wave amplitude versus across coordinate.

Fig.2. The dependence of eigen value versus diffusion scale.
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Introduction

The paper deals with the computation of time-varying electromagnetic field in ferromagnetic and con-
ductive media. A model is proposed, based on the static hysteresis characteristic of the given ferrous
material described by the classical Preisach model [1] on one hand and the numerical computation of the
electromagnetic field diffusion in the given geometry on the other. The classical Preisach model provides
the relationship between magnetic field strength and magnetization or flux density at local level (a
Preisach model is running in every spatial grid point). It is included in the governing equation system of
the electromagnetic field, enabling eddy current simulation [2, 3] taking hysteresis into account. The sta-
tic nature of the classical Preisach model is relaxed as dynamic effects appear during integration in time
domain of the field governing equations. Integrating the flux density over the domain of interest, the
total magnetic flux is obtained at every time step. Plotting it with respect to the source field strength at
the border of the domain provides the dynamic characteristic of the given material in the given geometry.
The method is implemented for toroidal and cylindrical geometry and its efficiency illustrated by the
results of numerical examples, illustrating the frequency- and saturation-dependent skin-effect. The
dependence of material characteristics (magnetic permeability and electric conductivity) on temperature
is taken into account and a method for temperature-dependent electromagnetic field computation is
proposed to reduce required memory and computing time.

Equations

For configurations in which the magnetic field strength H does not change its spatial orientation in time,
the magnetization vector M can be assumed to be parallel to the field strength in isotropic media and its
size can be determined by means of the classical Preisach model taking actual and past local values of
field intensity into account. The toroidal geometry shown in Fig. 1 is considered. Due to cylindrical
symmetry, the natural 3D problem becomes a 2D one, the co-ordinates to be considered being those of
the cross-section of the core. The major hysteresis loop of the material is plotted on Fig. 2.

The field strength and eddy current density vectors have the following orientations:
H u u H(?r ,z, t)

J -u, J.,(r ,z,t) + k J.(r ,z,t)' (1)

and the divergence of field strength is zero due to geometry even in non-linear media:

1 0 H(r,z, t)V H- H- r0. (2)
r283
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The source field, created on the surface of the core by the sinusoidal current i of a source coil:

H/r,
t

) = wi r E

21rr

rz4 ' (3)
Hs(r, t) =HO., r2+r sin(2,,ft) ; H5,, - w+Y 32rr, + r,

where H1,1, stands for the magnitude of the source field along the mean radius of the core. Maxwell's
equations with (1) and (2) lead to the differential equation of the magnetic field strength written in
cylindrical co-ordinates:

d2H 1IH H O'H
'H r Or

dM , rE [r,,r] , zE [0,a] , t>--0 , (4)

with the non-linear term dM/dH in the denominator (the slope of the transition curve of the magnetic
characteristic corresponding to local history) computed by means of the classical Preisach model. The
boundary conditions are:

H(r, a, t) = H,(r, t)
,9H r [
S(r,0, t) = 0 C Irr ]

z; t >_ 0. (5)
H(r,,Z~z, t) = H.o(r, , t) Z E t),)a)

H(r,,z,t) = H( t

The solution in time domain of the equation system resulted from the formulation of (4) by finite
difference is obtained by means of an alternating direction and fractional time-step method. The compo-
nents of the induced eddy current density are computed like:

c7H 9H H

- z ; J r r (9)
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Figure 3. Steady-state magnetizing loops

Numerical results

Computations have been carried out for a core with interior radius r, = 10 mm, exterior radius r. = 30
mm and thickness 2a = 10 mm (massive or made of 10 insulated sheets, 1 tnm thick each) for source-
field magnitudes H0o =5000 A/m and Ho. =20000 A/m at frequencies:

a) f-4 0
b) f= 50 Hz, core of 10 sheets, 1 mm thick each
c) f= 500 Hz, core of 10 sheets, 1 mm thick each
d) f= 50 Hz, massive core
e) f= 500 Hz, massive core

The electrical conductivity of the material has been assumed to be a = 5.106 S/rn. The dynamic loops
from Fig. 3 have been plotted by integration of the resulting flux density over the torus cross-section.
They illustrate the effects of frequency, saturation and geometry (thickness) on the dynamic behaviour of
a given core. For two of the considered cases the distribution of the rms. values of magnetic field
strength, flux density, radial and axial components of the induced eddy current density (also in steady-
state operation) are plotted in Figs. 4 and S.

The results illustrate the advantage of the proposed method, namely that it allows determination of field
quantity distributions inside the ferromagnetic material, enabling for example thermal computation (by
yielding the distribution of heat sources).

Accurate results can be expected for materials that can be considered homogeneous (thick medium-car-
bon steel parts with tiny domains) and at frequencies (variation rates of field quantities) where most of
the dynamic effects are due to eddy currents. In the case of electrical steel sheets, especially grain-
oriented ones, the effects of domain-wall dynamics are too important to be ignored. A hysteresis model
that takes them into account is required to allow simulation with improved accuracy.
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Fig. 5. Distribution ofrmis. values of electromagnetic field quantities obtained for:
H.= 20000 A/m, f= 50 Hz, massive core

It can be observed how saturation leads to increase of penetration depth - the oversaturated outward
layer becomes transparent (up to some extent) for the electromagnetic wave.
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The effect of temperature

The variation of electric conductivity of medium carbon steel with respect to temperature can
be analytically approximated by the function:

0(0) = S- + S3 + S,. (10)
9 + S'

with s, =2.38-109 S.K/m; s 2 --300 K, s3 =850 S/m.K; s. 1.8.106S/m. In Fig. 6 the circles stand
for measured values and the line is plotted using equation (1).

2.0 0 =30*

66 50'C

S•t• 061....'••0 = 700°C

000

loo 6w W W. 0 5 10 15 2D0 25 30

O1*c] H [A/mrnl
Figure 6. Electric conductivity of medium Figure 7. Major loops at several temperatures
carbon steel with respect to temperature

The static magnetic characteristic is obtained using the distribution function [l]:
(a-6-c)ý (a.+6

p (a 6)= e ° b (I1

a r ] [-1,11; E -1,1]

which for parameter values a = 0.0224, b = 0.3162 and c = 0.232 (obtained by means of a parameter
identifying procedure [5]) yields the major hysteresis loop plotted in Fig. 7 for 30'C. The Preisach model
for other values of temperature can be constructed by choosing parameters a, b, and c to fit the major
hysteresis loops corresponding to the respective temperatures [4]. However, this way would result in a
complex model, difficult to implement, needing very much computer memory. Massive economy of
memory and increase of computing speed can be achieved using the same Everett-array for every temp-
erature and appropriate scales for field strength and magnetization to approximate the major loops at the
respective temperatures. While for room temperature the model is fitted for coercive intensity and
remnant magnetization too, for higher temperatures these values are respected with a certain error. This
is the price for the memory economy and computing speed enhancement mentioned above.
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Field equations

Sz For a cylindrical geometry (Fig. 8), with

HH = k H(r,t) ; J = u. J(r,t) , (13)

Maxwell's equations lead to:

. H 1 _9 2H +1 1j_ I Oa59 HI
wihbunaycndton:9 t - + -9M)14 rL-T + ---r-I)--r (14)

Figure 8. Geometrical configuration r e 10, r. ], t -> 0

with boundary conditions: -9 (0, t) = 0 ; H(ro,t) = HO., sin2r f t ; t - 0. (15)

Results

A problem has been solved for: cylinder radius: ro = 0.02 m, source field magnitude: H0o = 50000 A/m,
source field frequencies: f = 50 Hz and f= 2500 Hz. The following temperature distributions have been
considered: room temperature (a), given temperature distributions resulted during an inductive heating
simulation in two different moments (b and c - Fig. 9).

O . . -- 2.5 --

50D D " • ' .D " "

4 D-0.5 . . ..

30D - . . . .

100 -.. . " I ]. . -2 5. ... . . . .

r -n-5 40 -30 -20 -10 D 10 2D 3D 40 50
a 0 2 4 6 5 10 12 14 16 18 20 H [A/mini

Figure 9. Temperature distributions Figure 10. Static magnetic characteristics

Concerning the obtained results, the fact that on Fig. l Ithe area of the hysteresis loops obtained for the
temperature distribution b is greater than the ones obtained at room temperature (one would expect the
opposite while an external layer is no longer ferromagnetic in case b) is due to the decrease of the
electrical conductivity with the increase of temperature causing increase of the field penetration depth.
Due to the reflection of the electromagnetic wave on the separation surface between the ferromagnetic
core and the overheated (over Curie-temperature) external layer, the maximum value of the induced
eddy current density rms. (Fig. 12) is not at the surface of the cylinder but in the vicinity of the
mentioned separation surface (if it exists).
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Electrical Circuit Analysis Considering Hysteresis in Coil Cores

Jdnos Ftizi,
Electrical Engineering Dpt, "Transilvania" University, Brasov, Romania

Introduction

Computer-aided engineering is a very useful tool in optimal design as it allows simulation of operation
and tests prior to manufacturing the prototype. The accurate simulation of non-linear electromagnetic
systems requires appropriate, comprehensive models, taking into account as many aspects of their
behaviour as possible, along a reasonable effort in memory size and computer time. An important class
of problems involves hysteretic processes, impelling the use of specific tools, named hysteresis models.
The Preisach-model [I] is a numerical model of hysteresis, with its classical version relatively easy to
implement and, completed with adequate field computing methods or circuit analysis algorithms, it is
applicable in various problems involving ferromagnetic media. In this paper the Preisach model is used
for the relationship between magnetic field strength at the surface of the core sheets and total magnetic
flux through the cross section of the core, yielding the relationship between the current in the coil and
the induced voltage. It is implemented in the circuit analysis program together with circuit equations to
simulate circuit operation.

Circuit layout

The circuit plotted in Fig. I is considered, a transformer supplied from a sinusoidal voltage source with
one-way rectifier load. The material of the core sheets is modelled by means of the classical Preisach
model, operating on the Everett-surface plotted in Fig. 2.

( -,2

W2 R,

Figure 1. Circuit layout Figure 2. Everett integral surface

The numerical implementation of the classical Preisach model involves the discretization of a triangle
(support of the Everett integral function) implying that exact values of output can be computed for
multiples of input steps. The model is provided with an interpolation scheme based on the evolution of
four models on exact input steps along transition curves starting at reversal points situated at exact step
values and linear interpolation between their outputs [2].
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Circuit equations

97=• .<,) R, ,,-,I d 1 3  1 ( . d o

conducting diode: di• = I -R2 + Rsi 2 d9t i2 > 0 (1)

Ud = 0

di, I dp- = _ ) -Ri, -w,
dt L1j dt)

blocked diode: i 2 = 0 U < 0 (2)

Ud -W2 dt

The source-field at the surface of the core sheets:

Hio(t) - wI(t) + •• 2i(t) (3)

To avoid the connection between the two differential equations in system (1) through the term dqe/dt,
the following form can be applied:

dp dqp dH0  dop ( diL di2)
di - , ence. += W2l w(4& dHodt dc \ dw + dt) ' (4)

where:

A , I dMI (5)

contains the non-linear term dM/dH, evaluated within each current computation step by means of the
Preisach model. The current derivatives can be written explicitly:

di (L,,2 + w2A)- R,i,) + WWAR 2 + Rs)i2

d - LoLo, +(w'Lo, + W2Lo,)A

conducting diode di, ww 2440t)- R1ij)+(L,, +w•.)(R 2 +R,)i 2  ;2 >0. (6)
di LoL., +(w,'Lo, +w2 L,)A

Ud =0

[di, = r) - R1 i,

di L, + w,2

blocked diode: i 2 =0 Ud <0. (7)

| di,

Ud =-WIW2,A-di
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If the leakage inductivities are zero, the circuit equations become:

d i_ ( R , + R s) (U t) - R 1i ,) , 2 dA

dt = (w'(R 2 + Rs)+ w2R,) A

conducting diode =W2 4t- Ri ; i2 >0 (8)

u2 = 0_
w. (R2 RS)

,Ud -0

dia M-wP

blocked diode: 12 =0 Ud<0 (9)

Yud = ýb - R1j1
W,

Results

The following circuit parameters have been considered:
"* windings: numbers: w, = 360, W2 = 90; resistances: R, = 1.8 Q, R2 = 0.2 02; leakage inductivities (com-

putation performed both with and without considering them): Laj = 10 reH, Lc] = 0.63 mH.
"* core: cross-section: S = 1280 nm2; medium length: I = 400 mm.

The simulation has been performed starting with the moment of connection to the supply, in the
following regimes:

with leakage inductivities without leakage inductivities

Case f[Hz] Uo[M] Rs [01 Case f[HzI U5 [V] Rs MI
A 50 80 0 E 50 80 0
B 50 170 5 F 50 154 5
C 200 350 0 G 200 80 0
D 200 350 5 H 200 350 5

The core magnetizing characteristics and the wave-forms of the currents and the flux through the core
are plotted in Figs. 3 - 5.
At low frequency values the errors induced by ignoring dynamic effects are not very high. However, the
accuracy of the model can be increased by use of the dynamic Preisach model instead of the classical
one, which is static by nature, or by taking into account the effects of the global eddy currents induced in
the core [3,4] and the so called anomalous effects caused by Bloch-wall dynamics. Eddy current
simulation can be coupled with circuit analysis by considering A 1 instead of(5), where the flux p'

7 dHu
is obtained by integration over the core cross-section of the flux density resulting from the electromag-
netic field computation in core sheets. However the price of the enhanced accuracy is the larger memory
size and computing time required.
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Conclusions

The operation of circuits involving ferromagnetic cores, such as transformers in power converter
schemes, can be simulated with reasonable accuracy and high efficiency (relatively low memory require-
ment and high computing speed) by implementing a classical Preisnch model in the circuit equation
solving code.

The effects of saturation and hysteresis on the circuit operation can be well grasped a-s shown by the
results of the considered numerical examples.

An interpolation procedure is required for output continuity of the Preisach model, so that artificial
output jumps would not affect the stability of the circuit analysis algorithm.
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A Paradigm for Proving the Convexity
Properties of Slowness Curves

Ali R. Baghai-Wadji
1

Vienna University of Technology,
IAEE, 3592, Gulhausstrafle 27-29, A-1040 Vienna, Austria, and,

Arizona State University,
Department of Mathematics, Tempe, AZ 85287, USA

Abstract: It is shown that the slowness curves for the fastest bulk acoustic
waves in general anisotropic elastic media are strictly convex. The convexity
is proven by showing that the number of intersection points of any arbitrary
straight line in the slowness plane with slowness curves in question is either
two or zero.

I Introduction
For modeling wave phenomena in various engineering and natural science ap-
plications it is often required to investigate the shape of slowness curves asso-
ciated with transversal and longitudinal bulk acoustic waves [1J. Our recent
numerical experiments have revealed that the local-convexity of 'transversal"
slowness curves may be positive or negative (see also [1]). However, we could
not identify any concave region on "longitudinal" slowness curves. This work
proves a generalization of this phenomenon.

Convention: In the wavenumber plane, we will interchangeably use
polar- (k, 0) and cartesian- (k, = kcosO, k2 = ksinO) coordinate systems.
Correspondingly, in the slowness (inverse velocity) plane, we will employ the
coordinate systems (s, 0) and (s1 = scosO, $2 = ssinO). Thereby s = k/w,
s, = kt/w, and S2 = k2 /w with w being the angular frequency.

Definition: In the slowness plane, let s(O) be a closed curve, and L
S2 = asl+b (a, b c R) an arbitrary straight line. If the number of intersection
points of L with s(0) is either two or zero, s(9) is called to be strictly convex
(Fig. 1).

II Preparatory Considerations

For isotropic elastica the slowness curves degenerate into two concentric cir-
cles, and thus our claim is obvious. For general anisotropic elastica we may

1
The author is presently on leave of absence with Motorola Inc., 8201 E. McDowell

Rd., M.D. H1556, Scottsdale, AZ 85252. phone: (602) 441 2471, fax: (602) 441 7714,
email address: abaghai@rsl.iaee.tuwien.ac.at
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categorize the slowness curves si(O) (i = 1,2,3) as follows. (1) Slowness
curves do not intersect. This is the usual case (Fig. 1). (2) Two outer
slowness curves intersect. This is the case for strongly anisotropic materi-
als. (3) Two inner slowness curves intersect. e.g. tellurium dioxide [1]. (Fig.
2). (4) Three slowness curves intersect. This hypothetical generalization is.
however, consistent with physical realizability conditions. It is instructive to
unify these categories by constructing sf(0), s,(O) and si(0) (-- < 0 < 7)
according to the rules in (1), (Figs. 1 and 2).

sf(O) = min{st(O), s 2(O), s3(0)1 (Ia)

s,(O) = max{s, (0), s 2(O), s3(O)} (1b)
sf(O) < si(O) < s'(0). (1c)

sf(O) and s,(O), respectively, correspond to the fastest and slowest bulk
acoustic wave, and si(0) refers to a bulk wave with an intermediate slowness.
Note that sl(O), s2(0) and S3(0) are differentiable everywhere. However,
st(0), s1(0) and s,(O) do not possess this property at possible intersection
points (the points a, b, c and d in Fig. 2).

Our motivation for introducing sr(0), si(0) and s,(O), rather than working
with slowness curves associated with (quasi-)longitudinal, (quasi-)transversal-
vertical, and (quasi-)transversal-horizontal waves, has been to avoid possible
ambiguities: For many materials the type of polarization alters, as we tra-
verse the slowness curves si(O) (i = 1,2.3). However, the wave associated
with, say, s,(0) is, irrespective its polarization, the slowest bulk wave, for any
value of 0.

III On the Convexity of Slowness Curves
Convexity Theorem: Consider an anisotropic elastic medium character-
ized by the scalar mass density p, and the positive-definite elastic moduli
matrix C. Denote the associated slowness curves by s,(O), (i = 1,2, 3). Con-
struct sf(O), si(O) and s(O). Assume an arbitrary straight line L : s2 = ns,+b
in the slowness plane. Denote the numbers of intersection points of L with
sf(O), si(O) and s,(O), respectively, by nf, ni and n,. Then,

Ti: nf+ni+nn, e [0,2,4,6]
T2: sf(O) is strictly convex (nr E [0,2])
T3: sj(O) may possess concave regions with ni E 10, 2, 4]
T4: .s(0) may possess concave regions with n, G [0, 2.4, 6].
The Strategy for Proving the Convexity- Theorem: Our reasoning

shall be described in three steps. First we establish equations for the calcu-
lation of slowness curves, and deduce important properties- Then we rotate
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the original (81, S2) coordinates such that the -1-axis of the new (91, 2) sys-
tem stands perpendicular to the line L (Fig. 1), and derive equations for the
slowness curves in the (9 1 , T2) coordinate system. Finally we pose and answer
the following question. What is the maximum number of homogeneous plane
waves whose slowness (propagation) vectors 9(

1
) = (35, -(2

1), s-(2) = (21,2)

... 'm) = (31,92)) possess the common projection -1 on the - 1-axis (Fig.
1)? Obviously, this question is equivalent to the following problem: What is
the maximum number of intersection points of an 31 = const line with the
slowness curves? It turns out that this number is six.

1. Step: Construction of Slowness Curves: Consider governing
equation (2a) and constitutive relation (2b) [1].

VT L92u
V r = P5

2  (2a)

S= C Vu (2b)

(The superscript T denotes transposition.) The components of the 6 x 1
vector r are the stresses Til. T22 , T33, T23, T 13 and T12. Tij denotes the stress
component in xr-direction acting on a plane specified by the normal vector
nj. Assume that there is no variation in x3 -direction (4/4x93 0). Then
the divergence operator V may be written in the form V = N 1 80, + N 28x 2,
with N 1 = [hbh6h 5] and N 2 = [h6h 2h4]. hi denotes a 6 x 1 unit vector
whose ith component is unity [2-3]. Substituting (2b) into (2a) and invoking
the proposed form for V we obtain the differential form in (3), which is
diagonalized with respect to time.

[MI0A,., + (M 1 2 + M 21)a117 2 + M2 20- 2±] U refu (3)

sref is a convenient reference slowness (here:Se = p/Co with Co = 10'
5
N/m').

The 3 x 3 matrices Mij (i,j = 1,2) stand for NT(C/Co)Nj. Let a ho-
mogeneous plane wave propagate in the xIX2 -plane. Let the mechani-
cal displacement vector u, associated with this wave, have the form u =
aexp(jk1 xl)exp(jk2 x2)exp(-jwt) with arbitrarily-oriented polarization vec-
tor a. Substituting this trial function into (3) we obtain the algebraic eigen-
value equation

[Mncos20 + (M 12 + M 21)sinOcosO + M•2sin20] a = (Srf/S)
2
a (4)

for the slowness and the corresponding polarization vector. From (4) we may
deduce the following properties.
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PI: Given propagation angle 0, (4) leads to three positive (possibly
degenerate) eigenvalues. This is particularly obvious for 0 = 0,-- and
0 = 7r/2,3-r/2, where the expression in the square bracket reduces to M 1l
and M 22 , respectively. However, M 11 and M22, being among leading ma-
trices of C/Co, are positive-definite. This property ensures the existence of
three positive eigenvalues, leading to sI(O), 52(0) and 83(0). Therefore,

P2: the slowness curves are single-valued functions.
P3: Let 01 vary in the interval [0, 7r), and define 02 = 01 + -. As cos

2
01 =

cos
2

02, sin01 cos01 = sin02cos02 , and sin201 = sin202, (4) leads to the same
slowness value for 01 and 02: the slowness curves are center symmetric and
closed. Thus,

P4: nf, ni, and n, are even numbers.
P5: Through the way of construction sf(O) is circumscribed in si(9), and

si(9) is circumscribed in s,(0) (Fig. 2). Therefore, if an arbitrary straight
line L intersects sf(O) then it also intersects si(0) and s,(O). If L intersects
si(0) then it also intersects s,(O), but not necessarily sf(O). If L intersects
s,(O), it may or may not intersect si(0).

2. Step: An Appropriate Coordinate Rotation: Let n be the unit
normal vector drawn from the origin onto the line L (the positive 1 -direction
in Fig. 1). Denote the angle between n and the positive sl-axis by 00. Define
a new coordinate system (sl,32) by rotating (sI, s2) counter-clockwise about
the s3-axis by 00, utilizing the matrix R given in (5). (The bar signifies
variables in the new system.) Denote the spatial coordinates corresponding
to (91,32) by (xjY2). [cos9o sin 0o 0 1

R -sin0o cos9U 0 (5)
0 0 1

It can be shown that in the (X1,3'2) coordinate system we have

[M, + (M12 + M 2 1)o1 5 , + M 220TF] u = sllc9, ,. (6)

where Mij stands for RNT(C/Co)NjRT7 with N, = cos9oN 1 + sin9oN 2 and
N 2 = -sin9oN 1 + cos9oN 2. The 3 x 3 differential form in (6) is diagonalized
with respect to time. Substituting U = 3exp(jTkl-2)exp(jk 2y2)exp(-jft)

with k1 = kcos6, k2 = ksinO, and 0 = 9 - 0o we obtain

[Mtcos2ý + (M1 2 + M21)sin~cosO + M 22sin'ý] 5 = (Sr1/S)2j3. (7)

Obviously, using (4) and (7) and varying 9 in [0, 27"), and 0 in [0o, 27-- + 0o).
respectively, result in the same slowness curves. However, tile line L has a
much simpler representation in (31,32). (1 : 1 = const.)
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3. Step: Equivalent Representations
Lemma 1: The 6 x 6 differential form in (8) is equivalent to the form

in (6), [2-4]. Thereby, w2/Co stands for M210YU + M2sG-2 iiI, and I denotes

the 3 x 3 identity matrix. Furthermore, Q11 = -M221
2 1 1, 41 =M221

'11 = V 12 M22 M21 - M11 and q22 = -M12 2)

S2 + Q 21  , , ] r2 /Co j a-2 [[ ;/o ] (8)

The equivalence stated in this lemma implies that the homogeneous plane
wave solution

[r2 c] (9)
substituted into (8) leads to (7) and thus to the same slowness curves. In
(9) both ki and k2 are real-valued. We recognize that the form in (8), which
is diagonalized with respect to T 2 , suggests an alternative trial solution. In-
stead of exp(jk 2r2) we choose exp(jkiAY2), with a real- or complex-valued A.
The resulting trial functions correspond to homogeneous (A: real) or inhomo-
geneous (A: complex) plane waves, which propagate in different directions,
possessing the common projection kT on the hi-axis (Fig. 1). Substituting
this type of trial function into (8) we obtain

(sro/ 1)2j1 Q 2 ] [b U =(
Q21l"9 ;'1 / i AT j (0

Proof of TI: Since the coefficients in the enteries of the matrix in (10)
are real-valued, the solutions for A are either complex-conjugate pairs or real.
Since the rank of the matrix (10) is six, the maximum number of real-valued
A possible is six. In other words, the maximum number of intersection points
of an -1 = const line with slowness curves possible is six (Fig. 1).

Proof of T2: Assume that an y1 = const line intersects Wf(0). Since
3f(3) is circumscribed in Ai(0), and -i(#) is circumscribed in ss(O), (P5), this
line necessarily intersects gi(0) and 3,(9). According to P4 this line inter-
sects each of the slowness curves at least at two points. Thus, the assumed
Z: = const line possesses minimally 6 intersection points with the slowness
curves. However, since there are maximally six intersection points avail-
able, in accordance with T1, the following can be concluded. Any arbitrary
straight line which intersects sf(O), it intersects this curve at exactly two
points. This proves the strict convexity of ig(9).
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Proof of T3: Due to P5 it is possible that an '1 = const line intersects
'9(0) and thus •(0) without penetrating sf(0). Thus, with reference to TI
the following can be concluded: If an -1 = const line intersects 3,(0), without

intersecting •r(0), then it has two or four intersection points with •(0), and
exactly two intersection points with Ps(0).

Proof of T4: According to P5 it is possible that an Tj = const line
intersects •(0) without intersecting yg(0) and thus 9f(0). Therefore. with
reference to Ti the following can be concluded: If an 91-line intersects
•(0), without intersecting 'i(9), then it has two or four or six intersection
points with ().

The latter two proofs explain the possible existence of inflection points
on Wj(0) and 0 Our results can be stated in the following compact form.

Lemma 2: (nf,ni,ns) takes on one of the following triples: (0,0,0),
(0, 0, 2), (0, 0, 4), (0, 0, 6), (0, 2, 2), (0, 4, 2) and (2, 2, 2).

It should be mentioned that waves in general piezoelectric media obey
the stated convexity theorem and the lemma 2. Furthermore, all the results
obtained here are mutatis-mutandis valid in three-dimensions.

Conclusion: It is proven that the slowness curves associated with the
fastest bulk acoustic waves for general anisotropic elastic media are strictly
convex.
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2  L : s2 =as, +b

\ 0o

Figure 1: Three non-intersecting slowness curves are arbitrarily named
s3(0), s2 (0), and s3(0), and presented in the (s1, s2) coordinate system. sf(O),
si(O), and s,(O) are identified according to the rules (1) in the text. The
line L is assumed to intersect ss(O) at six points. The original coordinate
system is rotated counter-clockwise such that the F9- axis of the new (31, -2)

coordinate system has become perpendicular to L. In the new system the
slowness curves, and the line L, respectively, are named rf(

9
), yi(O), •9(O) and

L. The six propagation vectors connecting the origin of the coordinate system
to the L - -,(6) intersection points are seen to possess a common projection
on the ' 1-axis. The lines L' and L" provide an idea how a maximum number
of six intersection points may be distributed among the slowness curves.
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Figure 2: It is assumed that the inner slowness curves (s2(O) and s3(O))
intersect at the points a, b, c, and d. Application of the rules (I) in the text
resullts in s•(O), si(O), and sr(O). The latter two curves are not differentiable
at the points o, b, c, and d. It is seen that while s•(O) and si(0) may possess
concave regions, sf(O) is strictiy convex everywhere.
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Abstract: The two-dimensional (2-D) analysis of acoustic wave propaga-
tion in elastic media has revealed that the slowness curves for the fastest bulk
acoustic waves are strictly convex [1]. The present work extends the validity
range of this principle by analyzing 3-D wave propagation in piezoelectric
and piezoelectromagnetic media. The arguments rely on firstly, the exis-
tence of a zero-radius slowness curve (surface) associated with piezoelectric
media, and, secondly, the fact that the admissible slownesses are complex
valued (with nonzero imaginary parts) outside any (closed) slowness surface.
Based on these properties it is proven that the slowness surfaces for the
fatsest bulk acoustic waves in general piezoelectric (piezoelectromagnetic)
media are strictly convex.

I Introduction

It has been shown that the slowness curves for the fastest bulk acoustic waves
propagating in purely elastic media are strictly convex [1]. The objective
in this work is to prove the validity of this principle in piezoelectric (piezo-
electromagnetic) media where a coupling between mechanical and electric
(electromagnetic) fields takes place. The arguments rely on a number of
facts which will next be listed. From these facts two fundamental properties
are then inferred which are valid in general piezoelectric (and with adequate
modifications in general piezoelectromagnetic) media.

(1) There exist five slowness surfaces associated with any piezoelectro-
magnetic medium [2].

(2) The three outer slowness surfaces describe the dispersion behavior
of the bulk acoustic waves, and are predominantly characterized by the
mechanical properties of the medium; i.e. stiffness constants and the mass
density. (The piezoelectric effect causes an additional stiffening of the elastic
medium.)

(3) The two inner slowness surfaces describe the dispersion behavior
of the electromagnetic waves and are predominantly characterized by the

'The author is presently on leave of absence with Motorola Inc., 8201 E. McDowell
Rd., M.D. H1556, Scottsdale, AZ 85252. phone: (602) 441 2471, fax: (602) 441 7714,
email address: abaghai~rso.iaee.tuwien.ac.at
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electromagnetic properties of the medium.
(4) In existing piezoelectromagnetie materials the velocities of acoustic

bulk waves are by five orders of magnitude slower than the electromagnetic
space waves. Consequently the "radii" of the three outer slowness sur-
faces are 105 times larger than the "radii" of the electromagnetic slowness
surfaces. Therefore, for physically realizable materials it is a reasonably
good approximation to assume that the two inner (electromagnetic slow-
ness) surfaces shrink to one point (the origin of the slowness plane); thereby
constituting a (twofold degenerate) zero-radius slowness surface.

Constituting a zero-radius slowness surface establishes a quasi-static de-
scription of the piezoelectric effects which can be described as follows. Com-
pared to the dynamic of acoustic wave phenomena, the propagation of elec-
tromagnetic disturbances is "instantaneous." Thereby, there is a curl-free
electric field, which couples to the mechanical disturbances, and propagates
at velocities typical for acoustic fields (a few 10' meters per second). Our
discussion will be based on this interpretation of the quasi-static theory of
piezoelectricity.

Preliminary Conclusions
Property 1: The quasi-static approximation in piezoelectric media im-

plies the existence of a zero-radius slowness surface (P1).
Property 2: As we will see the admissible slowness values, in regions

outside any closed slowness surface in the complex plane, are complex-valmed
with nonvanishing imaginary parts (P2).

In the next sections these properties will be discussed quantitatively
by considering first the simplest physically realizable problem in which the
piezoelectric coupling may take place. Then it will be shown that P1 and
P2 hold true in general piezoelectric media. Finally an argument based on
P1 and P2 will lead to the conclusion that the above-mentioned convexity
property for piezoelectrica remains valid in piezoelectromagnetic media (In
the following discussion the familiarity with [1] is assumed.)

II Basic Equations

Adopting a quasi-static approximation for the electric field, the governing
and constitutive equations in general piezoelectric media have the forms in
(1) and (2), respectively [3].

VTT = patu (la)
,TD = 0 (1b)
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T =C~u + et~o (2a)

D = e
T

Vu -_ Ct (2b)

The symbols t, D, e, g and V which have not been described in [1] have the
following meanings: V(= nl8a, ±- n28., + naO.3) is the divergence operator
with ni (i = 1,2, 3) referring to the 3 x 1 unit vector in the xi direction;
D represents the 3 x I dielectric displacement vector; e denotes the 6 x 3
piezoelectric matrix and E refers to the 3 x 3 positive definite permittivity
matrix; po stands for the scalar electric potential. In this work X, denotes
the horizontal axis, x3 the vertical axis, and x2 is perpenticular to this
plane. (This notation differs from the convention in [1], where x, and X2,
respectively, referred to the horizontal and vertical axes.)

I1.1 Simplest Piezoelectric Problem

Under certain conditions [2], only the horizontal transversal component U2
of the displacement vector u couples to the electric potential w, forming a
wave which propagates independently of any (ul, U3) elastic distorsion in
the (xi, x3) sagittal plane. The analysis of this shear horizontal piezoelectric
(u2, W) wave reveals a fact which is crucial to our arguments.

Consider an elastic medium built from Cadmium Sulfide with the follow-
ing material parameters: C01 = C22, C33, C44 = Cs5 = C6s, C12, C13 = C23,
el3 = e 2 3, e33, es5 = e 4 2 , C11 = c22, c33; all other entries of C, e and e are

vanishingly small. Perform a (0', 90', 0°) crystal-rotation with reference
to the (XX2, xT3) coordinate system. Assume that there is no variation in
the X2 direction (0,2 = 0). Under these conditions we find that the coupled
equations (1) and (2) for ul, u2, U3, and p split into two systems for the
pairs of variables (ul, u3) and (u2, (P). In particular, for (u2, W) we find (the
simplest piezoelectric problem):

[4e51 _E•1 es ]k •] 0 V0t[• (3)

with A(= 09. + 9-,3). Note that (3) is a generalized differential eigen-
form for [u2, o]T, and is diagonalized with respect to time. Similar to the
discussion in [1] we next consider two special problems.

II.1.1 1st Special Problem

Assumptions: Consider a homogeneous plane wave which propagates in the
(xsX3) plane:
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] [ U] exp(jkl x)exp (jk3X3)exp(-jwt)

U= [ ý.epfj(k /-) (wxt )]expfj(k 3/L,)(-x3)]exp(-jwt)

[ ] exp(jsjX,)exp(js3X3)exp(-jwt). (4)

This wave is characterized by the wavevector k = (ki, k3) and the angular
frequency w(? 0). In writing (4) the slownesses s,(- k,/w) and the velocities
Xi(= wcl) are introduced (i = 1, 3).

Statement of the Problem: Using (4) calculate the slowness curves asso-
ciated with (3).

Calculation of Slowness Curves: Substitute (4) into (3) to obtain

[C44S' + P -e,515
2 

1FU 2  0
-e51s

2  -(5 1)2

(In obtaining (5) a (s, 0)-polar coordinate system has been used: st =
scos9 and s3 = ssin0. Furthermore, both equations have been divided by
w

2
, and use has been made from s

2  
1s + s•.) For nontrivial solutions the

determinant of this equation must vanish:

det-..] - 0 : s
2

[ - s
2

/g2] 0. (6)

In this equation Sred stands for (p/C 44 )1/2; thereby, the stiffened elastic

modulus c 44 equals C44 +e5t/1Ct. (6) is the dispersion relation correspond-
ing to (3), and leads to the twofold degenerate solutions s = 0 and s = A,,f.

Solution s = 0 : This is the equation of a zero-radius slowness curve.
In virtue of (5) this solution leads to a U, being zero, and to a 4, being
arbitrary, i.e. (112 , 4']"' = [0, 1]T: the elastic and electric fields are decoupled.
In the framework of our quasi-static theory we may interpret this result in
the following way: The solution for 4' at s - 0 represents a field which prop-
agates at an "infinite" velocity (zero slowness). However, since mechanical
disturbances propagate at a finite velocity (see the next paragraph). U2 must
be zero at s = 0.

Solution 9,f: For the solution corresponding to s = srrf we obtain
[U2 ,D1] = [1, ets/Cei]T. This means that for ecs # 0 (in a piezoelec-
tric medium) the coupled field [UT2, 4 ']T propagates at the finite velocity
Oe = 1/,r. If e15 = 0 (in a nonpiezoelectric medium) U2 decouples from D
([U2 , 4,]7' = [1, 0]T) and propagates at the slightly lower velocity v,,r = 1/sf
with sro" = (p/WC1)

1
/

2
.

Conclusion: There are two slowness curves associated with (3), s = 0
and s = 9ret
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11.1.2 2nd Special Problem

Assumptions: Consider a wave which propagates with a real-valued wavenum-
ber s, (slowness) in the x, direction:

U2 = U2exp(jslXl)exp(jslAXa)exp(-jwt). (7)

This wave may or may not be homogeneous depending on A being real-
or complex valued (with a nonvanishing imaginary part). Note that A and
the wavenumber (slowness) s3 are related in the following form: js 3X3 =

jsi(s 3/si)X3 = js•AX 3.
Statement of the Problem: Substitute (7) into (3), and calculate the

associated real- or complex-valued A.
Instead of using (3) we first construct an equivalent representation for

(3). To this end we use the relationship
T4 ] = [ eC44 e51 U2 (8)

D3 e51 --E Wl

which derives from (2). Using this equation it can be shown that (3)
transforms into the following equivalent equation which is diagonalized with
respect to X3 [2]

0 0 1/044 esl/(&1s1( 4)
0 0 e51/( 11C'44) -C 44/(E1IC44)[-C4 481 1  - pw)2  -ess 8 0. 0 0 j

-e<laxlxi - 110. X 0 0

12 2 [f43 

(9)
D3 D3

Upon substituting (7) into (9) we obtain a fourth order secular equation
which splits into (10a) and (10b):

±2 + (s1 A)
2 

= 0 (10a)

s2 + (s1,\)
2

-= g2  (10b)

with the solutions

siA = =jisil (11)

and

<- s~(12)
S sr 2 > gre2
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(Note that (10a) represents the Laplace equation and (tOb) the Helmholz
equation.)

Remembering that si and s1A denote the components of the propaga-
tion vector in x, and x3 directions, respectively, we may deduce the following
facts.
Fl: (12) describes a circular slowness curve with radius 9ref for s2 < g2

F2: (12) results in sjX - +jlsyl for S2 » gf (a -i signifies that a
asymptotically behaves the same as b.)
F3: From F1 and F2 we conclude that s1A is real-valued for s, varying "in-
side" the slowness curve (-

0
rer • si _ ler:), and imaginary for s1 "outside"

the slowness curve (s, < -9,ef and s, > grr)-
F4: (11) states that sjA is equal to ±jjsil for any sj. We may rephrase
this statement in the following form: sjA is imaginary for sl "outside" a
zero-radius slowness curve.
F5: Tie relationship between the s = 0 and s = 9eF slowness surfaces can
also be seen directly from (10). For s' » 9re (10b) degenerates in (10a).
This means that for every slowness value much larger than the character-
istic slowness 9ef the fields are asymptotically static. Thus, a field which
is static (not asymptotically static) for every si, necessarily constitutes a
characteristic slowness which is zero in magnitude.

Conclusion: Out of the four possible solutions two are always imaginary,
(11). The remaining two solutions build a slowness curve s = serf- The
strict convexity property of this (circular) slowness curve is trivial in this
particular example.

III General Piezoelectric Media

In general piezoelectric media there are eight solutions, two of which behave
the same as ±jjsjI for s1 -4 0. Generally these complex solutions substan-
tially deviate from the lines s1 A = ±jlsil for large values of s1 (large as
compared to the materials' cut-off slowness values). However, the fact that
these solutions are complex (with strictly nonvanishing imaginary parts) for
arbitrary s, remains valid, implying the existence of a zero-radius slowness
surface in general piezoelectric media. Based on this fact. an argument sim-
ilar to that presented in [1] leads to the conclusion that the slowness curves
(surfaces), associated with the fastest bulk acoustic wave in piezoelectric
media, are strictly convex. The generalization of the ideas developed in the
previous section is quite straightforward, provided the basic piezoelectric
equations can be diagonalized with respect to time. as well as. to a coor-
dinate axis. say X3 [2]. The appendices in this paper provide the results
of these diagonalizations. The claim that these concepts are valid in three
dimensions, is demonstrated by constructing the formulae in Appendix B.
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IV General Piezoelectromagnetic Media

Similar statements can be made in general piezoelectromagnetic media. (For
the diagonalization of the basic equations refer to [2].) In piezoelectromag-
netic media, beside the fact that the slowness surface for the fastest bulk
acoustic wave is strictly convex, the slowness surface for the fastest elec-
tromagnetic space wave is also strictly convex. Similar arguments as in [1]
result in this conclusion.

Appendix A: Diagonalization of General Piezoelectric Equa-
tions with respect to Time

In Fourier domain we have the following representations:

V # jkcos~n1 + jksin~n3 = jkn (13a)
V Y, jkcosON, + jksinON3 = jkN (13b)

(N1 and N3 are described in [1].) Substitute (2b) into (lb), and trans-
form the result into Fourier domain to obtain (14).

(en)p T Nfl (14)
n

T
en

Transform (2a) into Fourier domain, and substitute in the resulting equa-
tion for b from (14) to obtain

T = 6INU (15)
jk

where the stiffened elastic constants

C= + (en)(en)T (16)
nTn

have been introduced. Transform (la) into Fourier domain, use the
expression for jkN, and subtitute for T from (15) to obtain

[M1COS2G+M1s +M 3 1)sinflcos6 + M3sin 2G =1 2 a (17)

where we have introduced the following quantities: Mijj = NiGNj, i,j =

1,3.S2 f0 = p1/Co with Co = 101°N/m
2
. And, =
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Appendix B: Diagonalization of General Piezoelectric Equa-
tions with respect to a Coordinate Variable ([4])

L11 = -M3 M328.ý - M 3"3M31 0. (18a)

L:12 = M5 33(lSb)

£C2 = - [M 22 - M23M331M32] a92-12

- [M 21 - M23M3-IM31] 8ý2:'

- [M12 - M 13M3'M32 ] .,.,

- [M11 - MiaM3-iM3a] &0 .. , + P011 (18c)

£22 -M 2 I3M318; -- M 1 2M3'a•O (18d)

£C 1 '22]i[If. 2 J ý[ fJ (19)

Mi [NTCNJ NTen +
njeNj -n',n J (20)
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Introduction
Commercial computers and other digital devices must be meet regulatory agency requirements that limits
the amount of radio frequency energy they are allowed to radiate as a "by-product" of their primary
"computational" function. Compliance with the limits set by regulatory agencies such as the FCC in the
United States and the EC in Europe require the device under test be configured in a typical operational
system configuration. A desktop computer or workstation test configuration includes not only the
computer, but all associated peripheral devices such as keyboard, mouse, monitor, printer, and modem
that connect to the computer. An example of such a test configuration is shown in Figure 1.

It is rather obvious from Figure 1 that any attempts to completely model such a system using currently
available modeling tools is nearly impossible. Usually not all engineering information is available to the
manufacturer since many of the peripheral devices and internal subassemblics are manufactured by
someone else. And even ff all information were available, different test configurations such as placing the
printer to the right of the monitor rather than left of the monitor will probably produce a different
emission profile. If modeling the entire system is not practical, then only two options are available: 1)
forget modeling and revert back to the "build it - test it - figure out what's wrong with it - fix it - retest"
method: and 2) model only a portion of the system. Option 1 is still widely used today because in the
option 2 method one has to successfully convert the system level specification (for example, radiated
emission limits in units of dB%.V/M) into units that are applicable to the portion of the system that is being
modeled (for example, maximum allowable length, in cm, of enclosure aperture "seams" along mating
shield enclosure pieces). Success is also dependent on how well the person doing the modeling knows the
system and the modeling tool being used

This paper describes how one common problem within the EMC community (system clock harmonics
leaking through apertures in the enclosure) was addressed using the FDTD method.

3 
Using the principles

outlined herein, other modeling tools such as MOM and FEM can be used with success.

Allocating the Allowable Noise Budget
When modeling only a portion of a complex system, one must assign some "values" to the modeling
results. With most emission limits being of the "not to exceed" form, one must do a good job of allocating
the allowable noise budget (that region underneath the limit) to different parts of the system. How much
of the maximum allowable emission level (the limit) should be allocated to leakage from apertures? How
much should be allocated to leakage from cables? What are the cost tradeoffs between leakage from
apertures and from interconnect cables (e.g. is it more cost effective to build "water-tight" enclosures and
then buy cheaper cables or vice versa)?

One way to visualize this problem is to break up the EMC aspects of the system into a transfer function
model similar to the one shown in Figure 2. A number of sources within the system generate noise. The
noise from these sources can propagate out of the system via a number of paths including conduction,
cross-talk, radiation into internal enclosure cavities, leakage through apertures, etc. The total radiation

SFranz Gin. EMC Maage, Visul Syste Group, Silicon (naphies Inc., 2011 North Shoreldir Blvd, Mouatai m Vie, CA, 94043,
Tel& (650) 933-8789, Fax: (650) 933-8789, e-mail: gisinf@engr.sgi.com.

2 Dr. Zonin Panti-Taeen, Dire .- Diretor, school of ,ngeairg San Feoncisco State Univeasity, 1600 Holloway Ave; San

Francio, CA 94132, Tel: (415) 338-7739, Fax: (415) 338-0525, e0-9it: opt@xfsu.edu.
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from all these sources and paths cannot exceed the allowable limit. By visualizing the system in this way,
"noise source/propagation" pairs that naturally lend themsches to modeling become apparent For
example, the impact of changing one of the noise sources (e.g. a higher speed CPU upgrade) becomes
readily apparent. Viewed in this larger context, proper interpretation of the modeling results also
becomes easier.

A Practical Example
Consider the case where radiation from a digital clock circuit leaks out of the enclosure via an aperture
such as a thin seam. Questions such as how large can the aperture be, is orientation of the source with
respect to the aperture important, does the shape of the aperture play a dominant role, is gasketing
requitred, what about future processor speed upgrades, etc., often get asked during the development phases
of an enclosure design. To answer these questions. one can use the transfer function model concept
described earlier to conceptually define a simple block consisting of an electromagnetic field input. e(t),
an electromagnetic field output, c(t), and the transfer function of the aperture itself, g(r) The output- c(t),
is equal to the convolution of the input, e(t), and the transfer function, g(t). See Figure 3.

c(t) = e(t) ® g() = J e(r)g(t - r)dr (Eqn 1)

In oar example, the input electromagnetic field impinging on the inner side of the aperture, e(t). is
dependent on the spectral content of the digital clock circuitry that generates the noise For mars:
computer systems this source of noise can take on a broad range of values. A typical example is the
personal computer enclosure owned by one of the authors. Since it was first purchased several years ago,
the CPU board has been upgraded 3 times, starting out with a 286 and finishing up with a 486 The
enclosure has the capability of accepting a Pentium class processor sometime in the fisture (a similar
philosophy, where the enclosure design is not changed as often as the circuitry inside the enclosure, is
used by many computer manufacturers).

One way to get around the problem of not knowing the exact spectral content of the source is to
concentrate on the transfer function, g(t), instead of the output c(t)4 Since most regulatory agency limits
are specified in the frequency domain, and the FDTD method is a time domain process, one can simply
take the Fourier transform of the transfer function described by Equ 1. Convolution in the time domain
becomes multiplication in the frequency domain, in which case the transfer function of the aperture, G(s,
as a function of frequency can be simply calculated by taking the output, C(a, and dividing it by the
input, E(w).

c(t) = e(t) 0 g(t) - C(ou) = E(mo) * G(o)) - G(ro) = C()i/E() (Eqs 2)

Both C(w) and E(w) are complex because of the time retardation associated with the emission
(electromagnetic wave) propagating through space. Since one is primarily interested in the magnitude of
the leakage through the aperture (e.g. home much of the energy on the inside of the aperture leaks through
the aperture), one can take the absolute value of IC(w) / E(.)j to arrive at the final answer, IG(w)I

G(w)- = (ICs)- IC(=)l (Equ 3)"-E(,) IE(-)l

4 "Introduction to Continuous and Digital Control Systems", Robert Saucedo and Earl E Schiring. The
MacMillan Company, 1968.
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One can go also compare IG(w)I for different configurations, for example, taking the ratio of two different
transfer functions. In this case, one can simplify the computations by just taldng the ratio of the output
values obtained for each case (see Eqn 4). This ratio is also known as the "Insertion Loss" if the ratio is
compared to a measured value when the nothing is present (in this case, no shield).

_G~w)sI = C(O)), AC-o,)21 _Ic•(-)
-wIs Ee•,) E(,)I-Ic(l 2[4)

20Log5 o ( = 20LogsoIc(es)1 i) - 2OLog)o

A few comments are in order at this point. First, the whole issue of what the source waveform looks like
(or might look like sometime in the future) was "conveniently" defined away by concentrating on the
transfer function rather than the actual value of the electromagnetic energy on the outside of the aperture.
The source waveform shape no longer becomes important as long as it contains enough energy in the
frequency range of interest to produce reliable results. In the FDTD case, the trapezoidal waveshapes
normally used by EMC engineers to model digital logic clocks can now be replaced by a Gassian pulse
that has a smoother frequency roll offbetter suited fur FDTD analysis pumpses.

5 
Secondly, a fair amount

of latitude can be taken in how one generates the electromagnetic wave that impinges on the aperture. It
is not necessary to model the complex multi-layer printed circuit board that typical clock circuits are
mounted on. And finally, if one has actual test data from a system that is "similar" to the one being
analyzed, one can use it as a reference point, in which case comparing the transfer functions of difrent
shapes/sizes of the aperture produces delta values that can be added to the actual measured values to
predict the final outcome. Depending on the circumstances, other simplifications can be made to make
the modeling problem less complicated while still producing useable results. It is important to note that a
good understanding of the system being analyzed and the strengths/weaknesses of the particular modeling
method used can help one determine which simplifications can be made without significantly degrading
the calculated results.

Modeling Results
Figure 4 shows the basic structure of the modeling environment. The boundary of the FDTD simulation
space contains a small vertically oriented source (left side in Figure 4) and four sets of electric field probes
(Er, E, E., and E.,) positioned at six locations within the space. The structures under study are to be
located within the rectangular space between the six probe measurement locations. Shown in Figure 4 is
the vertical ground plane with one horizontal slot that forms the basis for subsequent studies.

Figures 5 and 6 show the time results of aperture leakage for aperture length to width ratios of 70:12,
70:6, and 70:2. Referring to this Figure, one can see that as the aperture width decreases, the resonant
frequency becomes sharper (e.g. the Q of the slot goes up). This can pose problems in situations where
the slot width cannot be very accurately controlled. Examples where this can occur include conductively
coated plastics (mechanical tolerances on enclosure shield pieces are difficult to control), and using metal
finishes that are not very conductive. In either case, random slots are created in the enclosure that allow
radiation to occur at different frequencies depending on where the adjacent metallic pieces end up mating
at any given time.

"5 'Finite Difference Time Domain Methods for Electromagnetics", Karl S. Kunz and Raymond J.
Luebbers, pp 33-36, CRC Press, 1993.

315



Figure 1:
Typical Radiated Emission
Test Configuration

-- R- -Xt1k ýýa~7..Figure 2:
PCB talk RaditionTransfer Function Model of

iToLie I/Gal System Level EMC

Transfern Fucto oge
EnAperture Apeakage

e(t) g(t) c(t)
E(CO) ~ coC(cO)

c(t) = e~t) ®g(t) = Je(T')g(t~--)dT

316



•.f:7•q 7•1• -- • •-• Figure 4:
-- FDTD Modeling Space

/ /i

i I /

L•__/
----A,' ! 1 ......

"-: ......... ' .. ......... ............ ' ' • "'• Figure 5:
!•,,,-•,,• : :. •!: • -,,;.i• .'•'. •"-- '. . •.,r, •:•., ,., Time Domain Response to a: •-- / ! GaussianPulse

__2_ i

SI Figure 6:
!. • •:• •: - I Freq. Domain Response of
'-'•'-;"_-i-- • .i. Different Slot Widths

-- .." /

it> ;.- :-

317



318



SESSION 5:

TLM MODELING
AND

APPLICATIONS

Chairs: W.JR. Hoefer and P. Russer

319



A Hybrid Time Domain TLM-Integral Equation Method
for Solution of Radiation Problems

Luca Pierantoni, Stefan Lindenmeier and Peter Russer

Technische Universit~t Monchen. Lehrstuhl fur Hochfrequenztechnik
Arcisstrasse 21. D-80333, Munchen, Germany; phone: +49 89 289 23378
fax: +49 89 289 23365, e-mail: lindenmr(ahft.e-technik.tu-muenchen de

Abstract

Radiation phenomena are central problems in many topics such as EMP (EM. Pulse), EMC (EM.
Compatibility) and EMI (E.M. Interference), inverse scattering, microwave imaging and radar target
identification. Because of that the analysis of radiation problems in time domain is of increasing practical
interest. In these problems we have to deal with interacting objects of arbitrary shape separated by large
distances in free space or in open site.
In this contribution we present a novel hybrid Transmission Line Matrix-integral Equation (TLMIE) method in
which the efficient Integral Equation method (I.E.) is combined with the very flexible Transmission Line
Matrix (TLM) method, for the solution of radiating problems. This method works in time domain for efficient
solution of transient interferences. For the analysis of many radiation problems the Method of Moments (MoM)
is a common tool. Its efficiency is related to the geometry of the given structure. Especially in the case of
different combined dielectric structures the Method of Moments presents increasing analytical and
computational problems. On the other hand the TLMIE Method is applicable very easily to a large variety of
problems for structures of nearly arbitrary shape. We apply our hybrid method on a typical EMC problem of the
radiation from apertures in metallic enclosures, fixed by a dielectric slab. The numerical results of the TLMIE
method are then compared with results obtained by the pure TLM method.

Introduction

In many radiation problems we have to deal with transient phenomena in response to an impulse excitation. The
presence of these impulsive fields provides a great amount of em, disturbance against wich an equipment
should be immune. These problems demonstrate the importance of an accurate prediction of the e.m near and
far field surrounding the object. For this purpose a great number of numerical methods have been developed
[4,6,8,9,10].
The numerical methods are suited for the evaluation of the field related to very arbitrary shape [1,2] but,
because of the problem of the memory, this works only efficiently in a local or limited context. On the other
hand, the I.E. method, in connection with the Method of Moment approach, permits us to evaluate the fields in
large free space region, because it reduces the complexity of a field problem by one dimension 13]. The
disadvantage of the I.E. or MoM approach is that the efficiency is related to the complexity and the number of
the structures.
In this paper we describe a novel hybrid method of numerical electromagnretic field analysis, combining the
Transmission Line Matrix method (TLM) with the Integral Equation (I.E.) method. With that the TLMIE
method has got the high flexibility of a space discretizing method and the efficiency of the Integral Equation
method for the analysis of large homogeneous regions. The TLMIF method is applicable for the analysis of
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EMC problems and it makes possible the efficient computation of complex structures which are coupled by
their far fields.
In the TLMIE method the near field of radiating structures is computed by TLM/FDTD, the far field properties
are modeled by the Integral Equation method. The space of the entire problem is subdivided into subregions to
which the different methods are applied. By this way the modeling of complex structures is simplified by
segmentation. At the boundary interfaces of these subregions the transverse n.m. field is expanded by means of
subdomain basis functions, as in the TLM or the FDTD scheme [4,5]. The expanded fields on the interfaces are
then related to each other by the Green's functions. By using the continuity of the fields and taking into account
the orthonormal properties of the expanding and testing functions, respectively, we derive a matrix system
whose solution provides the unknown expanding coefficients of the e.m. field. The TLMIE method is
demonstrated by studying a typical EMC problem regarding the radiation from a rectangular aperture in a
shielded metallic box [6].
Apertures are widely used in many electromagnetic applications such as antennas, but just due to their radiating
characteristics, they are also sources of interferences with respect to other equipments [6]. In particular, the
interferences exist in the case of a realistic equipment which consists of a metallic box with a rectangular
aperture, partially filled with a dielectric slab. The cavity is fed by an arbitrary distribution of electric and
magnetic dipoles inside the box. For such equipments, it is very important to achieve an accurate computation
of the e.m. field surrounding the metallic enclosure and, in particular, it is essential to compute the box
resonances, aperture resonances and, most of all, resonances due to the interaction between sources and
apertures [6,9,10]. These resonant frequencies are dominant in the far field interaction with other devices. In
the present contribution we apply the hybrid method for studying the radiation from the metallic box described
above, in view to an accurate prediction of the e.m. near and far field, surrounding the box. In the further
derivation we apply the TLM-method for the calculation of the near field. The Finite Difference method can be
applied in an analoguous way.

Theory

In the following we consider a general physical situation. We define a closed region which contains a structure
with complex geometry and the open free-space region around the closed region. The regions are separated by
the surface S. We define the closed region as the TLM-region because it is discretized by the TLM method.
This TLM-region is coupled to the open region by means of the Green's function in the time domain. Inside the
TLM-region there are present sources. The field which is excited by the given sources produces an incident
tangential field TLSSEfl(rt) and rcLfHic(r,t) at the interface S. This field is calculated by the TLM algorithm. By
applying the continuity of the tangential fields on the interface, we derive the following integral equations as
also shown in [7]:

E, (r,t)=r'ZEý(r,t) + E (r,t) (EFIE) (1)

H#,rt)-Hf (r,t) +H,(r,,) (MFIE) (2)

The fields E,(r,t), H,(r,t) represent the unknown total fields at the interface. The fields E/(r,t), H/(rt) represent
the tangential radiated fields. The radiated field is derived as in [7] from the total tangential fields via the free
space Green's functions. With that the equations (1) and (2) are written in a compact matrix form:

E (r,t)=TwE'(r,t) + -,(rr',t- T)E (r', r) + C(r,r', t - z)H (r',.r) (3a)

H, (r, t)=rrH"'c(r,t) + F -,(rr',t-,r)E, (r', r)+ .b5(r,r', t - r)H (r',.r) (3b)
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where the matrices . of, F), B, represent operators involving integral and differential operations, according
to the form of the radiated field of equations (1) and (2). The vectors r and r'are the destination and source
position vectors, respectively. The points r' are defined on the radiating interface The integral equations
(3a,3b) have a time-retardation feature c=(r-r')/c that allows us to solve them in an iterative way. Since the
variable T in the integral equations (3) is always less than t, the unknown field EXr,t) and H,(r,t) is the sum of
the known incident field and an integral that is also known from the past history of the same fields. With that
we derive the basis for solving integral equations by iterative methods, [7]. Now we discretize the I.E. by
expanding the tangential fields with an appropriate set of functions, in time and in space; the subdomains of
such functions are due to the TLM mesh.

M N At NE, (r,,t) = I Yro E, (r,1)Dr, r,t.. )P(r -ý..~ -t,)(4a
.,.I W-=0 '1n-f

m N 
54 NH, (r, t) = H•,(r,., t..)T(r, r•,, t, t,)= I IH,(r,., t, )Q(r - ,. )T(t - t,) (4b)

In eqs. (4) c and T denote surface pulse functions of rectangular type, being equal to unity for r on the
elementary surface centred at r.-. P and Q are time-pulse functions, being equal to unity for t in the time
interval centered at t,.. We consider M elementary subdomains and N time steps. E, and H, are the unknown
expanding coefficients. Following the Method of Moments, as in [7], we choose the weighting functions

W,,(r,r.,,t, tQ)= 3(t-t )S(r -r.) with t.= nAt (5a)

(W.,(r,r,,,t, t,),(r,r.,,t,)) = dtjf P(r-r r..)T(t-t,.)3(t-t )S(r -r.)dS -. 3,,,,.. (5b)
- S

For obtaining a matrix system we give numbers to the coordinates of the fields: m, in', m" are numbers of the
discrete coordinates r, r,,., r,,,. and n, n', n'" are numbers of the discrete time steps r, t_, t-. Now, by inserting
eq. (4) in (3) and taking the symmetric product with eq. (Sa). we derive:

E,,t)=r'"E"' (?n',n)+ I ik, (rn,m';n - n')E,(m', n') +R (,n, m';n - n')H, (m',n')} (6a)

H,(m,n)=t'H7(,'n',n)+. Y KnQs,m';n-n')E5(m',n')+ R5"(on';n-n')H (i',n')} (6b)

The equations (6) constitute an equation system whose solution permits us to recover iteratively the expanding
coefficients of the field. The matricies K involve all the integral and differential operations of the Green's
function formulation of the radiated field, which are diseretized and evaluated on each elementary subdomain
of number m, for every time-step n. The same equations show that. for every cell of number m. the expanding
coefficients at time n can be directly computed from the incident field at the same time and the past history of
the tangential field in all the cells. This process is called marching-on-in-time method 17] With that the hybrid
method is devided into the following steps: The TLM program starts with the excitation of the fields in the
TLM-regions. From that the absorbing boundary conditions on the surface S are derived by the Integral
Equation Method. After that the total field at the surface S is derived from the incident field and the past history
of the same total field.
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Results

We consider a typicalEMC-problem which is depicted in Fig.1. We have a metallic box with a rectangular
aperture, where the field is excited by an electric dipole J. In the following we assume ideal conducting walls.
We consider the following physical situation: the cavity is partially filled with dielectric material. We analyze a
box of dimension a=100 umm, b=335 mm, c=160 mrn, with an aperture of 225x10 mm, referring to Fig.l. We
consider an y-directed electric dipole, placed at x=284 mm, z=l 10 mm and centred in y=50 mm, having a
gaussian evolution in the time domain, with amplitude E,• We partially fill the box by means of a dielectric
slab, placed from the bottom of the box up to 30 mm, in the y-direction, as shown in Fig.1.
We place the aperture in the plane z=0. An incident field coming from the source region inside the box
impinges on the slot S, producing an equivalent distribution of sources; this, in turns, produces a radiating field
to the free-space region. The solution of the problem consists of finding out the distribution of the tangential
total field on the surface of the interface where the continuity of the fields is applied. This surface divides all
the space in two regions: an internal limited region, where the field is evaluated by the TLM algorithm and an
external extended region, where the field is evaluated by means of the free space Green's function. The choice
of this separating surface is very important: it can he coincident or not with a physical one. If we choose the slot
as the separating surface, as in Fig.I, we apply the continuity of the field (1), (2), providing the integral
equations. Then we discretize the field by (4a), (4b) and solve iteratively the matrix system (6a), (6b), finding
out the expanding coefficient for the tangential field. After that we choose another separating surface as
interface: for example a surface surrounding the slot from five sides, as depicted in Fig.l with S=S2 . In this
latter case we have got a more extended surface, but we avoid the problems related to the presence of the field
singularities. We analyze our equipment just with this interface S= S2. whose front plane is placed at a distance
of 10 mm from the slot.
Now the continuity of the e.m. field is defined on S2, as well as the domain of the integral equations (1), (2),
(3). For a self-consistant comparison, we evaluate the Ey field (normalized with respect to Ey5 ), at a distance of
50 mm far from the slot, in the normal direction in respect to the plane of the slot in two ways: In a first case
the fields are calculated by means of the hybrid method, as above described. In the second case the fields are
calculated by the pure TLM method. The latter is possible by enlarging the 3-D spatial domain of the TLM
despite of a great waste of memory, and by applying absorbing boundary conditions; the dimension of the TLM
cell is dl=0.5 rmm.

S2

Sboabsorbing
boundary
conditions

C S4

Fig. 1. A metallic box with a recrangslar aperture, fed by a vertical electric dipole.
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In Fig.2 we compare the Ey field (normalized with respect to E,,), of the hybrid method and the pure TLM
method, in the time domain. We use the interface surrounding the slot, whose front plane is placed at a distance
of 10 mm from the slot, in a normal direction with respect to the plane of the slot We consider the ceramics
(E,=0.8). as a dielectric material. In Fig.3 the same comparison is shown in frequency domain, after a FFT. In
both cases we observe a very good agreement between the pure TLM method and the hybrid TLMIE method.

0,00-2

.0,0001

-0,0002

0 1 2 3 4 5 6 7 8 9tins

Fig.2. Time evolution of the electric field at a distance of 50 m t from the slot. The interface of the TLMIE
method is 10 mmfarfrom the slot. Dielectric: Ceramics (,= 10.8). TLAI: gray-curve, TLAIE: black-curse.

Ey ~ TL-Mv0 ,17 0 ,01

0.01 - -Hyri

0,001
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Fig.3. Comparison of the spectra of the electric fields: Ceramics (r,=10.8). TLA: gray-cursc;
TLMIE: black cursc

Now we evaluate the far field with the hybrid method, in order to investigate the behaviour of the radiated
emission in real EMC situations. In Fig.4 we report the Ey field in the frequency domain, evaluated at a
distance of I m far from the box. The curves corresponding to the partially filled box are compared with respect
to the corresponding ones of the empty box. In the case of the partially filled box the field amplitude decreases,
because a part of the energy is now more confined into the dielectric slab. We note, indeed, the presence of a
main resonance around 800 MHz, which can be source of relevant interference to other devices.
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Fig4. Spectrum of the far-field at the distance of 1m farfrom the slot (Hybrid Method).
Dielectric: Ceramics (e,=1O.8). Empty box: gray-curve; partially filled box: black-curve.

Conclusions

In this contribution we present the development of the hybrid Transmission Line Matrix-Integral Equation
(TLMIE) method combining the advantages of both methods. The TLM method is very flexible for modeling
general structures with arbitrary shape. The Integral Equation method allows to incorporate the treatment of
large free space regions. The general purpose of such a hybrid method is to analyze and predict the radiation
phenomena involved in many important practical situations, such as EMC and EMI problems. As an application
we consider the radiation from an aperture in a metallic enclosure, partially filled by a dielectric slab. The near
field results which are calculated by the TLMTE method are compared with results calculated by the pure TLM
method, showing very good agreement.
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Abstract:

A comparison of Yee Finite Difference Time Domain (FDTD), Symmetric Condensed
Transmission Line Matrix (TLM) and Integer Lattice Gas Automata (ILGA) solutions is provided for
a cavity containing a metallic fin. Differential equation based numerical methods are known to
produce inaccurate results for this type of problem, due to the rapid spatial variation in the field
distribution in the vicinity of the singularity at the edge of the metal fin. This problem is relevant to
the analysis of structures of practical interest such as microstrip and coplanar waveguides. It is
determined that the TLM method requires fewer computational cells than Yee FDTD or ILGA to
achieve the same accuracy. The computational requirements of each method are not included in the
present investigation. Therefore, a statement is not made regarding which method achieves a given
accuracy with the smallest computational resources. Surprisingly accurate results are obtained from
the ILGA given the low computational cost required to update each cell, and the limited precision
used for field variables.

I: Introduction

The Finite Difference Time Domain (FDTD) and the Transmission Line Matrix (TLM)
methods are numerical techniques capable of determining an approximate solution of the time-
dependent Maxwell's equations in the presence of complex environments [1], [2]. The Integer
Lattice Gas Automata (ILGA) approach is a new approach for solving EM field problems. The
ILGA strategy is based on the combination of algorithms which use low-precision integer variables
with special-purpose computational hardware [3-5].

In this paper we investigate the relative accuracy of the Yee FDTD, symmetric-condensed
TLM [6], and ILGA approaches for problems which contain sharp metallic edges. The specific
problem we examine is a perfectly conducting cavity with metal fins. The cross-section of the
geometry of the problem is inset within Fig. 1. This cross-section lies in the x-y plane. The
boundaries are perfectly conducting, with free space material assumed within the cavity (r.. i., o=O).
We consider the specific case: a=32mm, b=16mm and various gap sizes, d. The problem is
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effectively two-dimensional due to the placement of magnetic walls on the minimum and maximum
surfaces in the x-y plane. However, in the case of the TLM and FDTD methods the three-
dimensional algorithms are applied. This specific geometry has been previously investigated [7-91.
The methods are known to shift the frequency domain characteristics of the solutions due to their
inability to accurately model the rapid spatial variation of the field distribution in the vicinity of the
metal fin. Although the geometry of this problem is simple, it isolates the errors caused by the
metallic edge, referred to as coarseness error, from other sources of error. Dispersive errors have
been investigated in [10], where a comparison of different finite-difference algorithms is provided.

Numerical methods have been proposed for overcoming the inaccuracies described above. In
[7], the structure was analyzed for a few different mesh sizes, and the resultant solutions extrapolated
to the limit of an infinitely fine mesh. In [8], a local mesh modification scheme is provided which
eliminates the error from the solution. In [9], a comparison of local mesh modifications and mesh
refinement using a graded mesh are presented. Other approaches include the use of an unstructured
mesh in order to increase the physical discretization in the region surrounding the metallic edge.
This allows the second-order approximation to be applied over shorter physical lengths, and therefore
obtain a more accurate fit to the field distribution. The FDTD [11] and TLM [12] methodologies are
compatible with unstructured meshes. Higher-order algorithms would more accurately predict the
rapidly varying field distribution [13-16].

Given the significant errors obtained for typical discretizations in the TLM, FDTD and ILGA
solutions, an opportunity exists to compare their relative accuracy for problems containing sharp
field discontinuities. The purpose of this paper is therefore to quantitatively determine the relative
accuracy of the methods.

11: A Benchmark Solution
In order to obtain benchmark solutions for the resonant frequency for various gap sizes, we

analyze the problem using the TLM and FDTD methods on increasingly fine meshes. We consider
cubic mesh sizes of Al= 1.0, 0.5, 0.25, and 0.125mm for both the x andy directions. The
simulations for these mesh sizes were run for 8000, 16000, 32000, and 64000 time steps,
respectively. The FDTD algorithm is run at the limit of stability. For each gap size, and for each
method, the predictions for b/I versus cell size (where X is the wavelength corresponding to the first
resonance of the cavity) are fit to a linear function. The y-intercept of these linear functions is an
estimate of the solution for Al -- 0, an infinitely-fine discretized problem. Shih and Hoefer have
utilized a similar strategy [7]. These estimated values are provided in Table I. We select the
benchmark solution to the problem as the average of the TLM and FDTD estimates. For the two
specific gap sizes common to both our investigation and that of Shih and Hoefer [7], our benchmark
solution is identical to that provided by the Transverse Resonance Method [7]. Data in [7] is only
provided to four decimal places.

Table I: TLM and FDTD Prediction of b/A for Al - 0 and the
Benchmark Solution for various Gap Sizes.

Gap Size, d(mm) TLM (Al -- 0) FDTD (Al -* 0) Benchmark Solution

4 0.192791 0.192794 0.192792

6 0.210921 0.210648 0.210784

8 0.224782 0.224959 0.224870

10 0.235851 0.236001 0.235926

12 0.243742 0.243806 0.243774
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In Fig. 1, the percent difference of the solutions from the benchmark for b/1A arc provided versus
gap size for Al = 0,5mm. Error decreases as gap size increases because the problem approaches that
of a simple two-dimensional waveguide cross section. For the case of a simple two-dimensional
waveguide cross-section, the error in the TLM and FDTD solutions is due only to dispersive errors.
The inverse of the discretization ratio, ),/Al is always greater than 64 in our calculations, and
therefore these errors are minimal [17].

In the ILGA simulations in addition to the dispersion errors an additional damping is
observed. The damping is similar to the effect of vi cosity in a fluid. For sinusoidal plane waves
with a wavenumber k the damping is of the form e•-'. The value of damping factor v has been
determined numerically to vary from 0.4A12/At for a traditional single-bit HPP LGA [4], to
0.006AI2/At for the four-bit per direction ILGA model utilized in the present investigation,

I1l: Comparison of FDTD, TLM and ILGA Solutions

We now compare the FDTD, TLM, and ILGA solutions with the benchmark solution in order
to determine the Al required by the methods in order to achieve the same accuracy. In Fig. 1, the
percent difference of the solutions from the benchmark are provided versus A/ for two gap sizes
(d=4.Omm and 12.0mm). As expected, the curves appear to intersect the point (0,0), indicating the
error reduces to zero as Al -.s 0. For any given Al considered, TLM is more accurate than FDTD
and ILGA, i.e., the percent error in the TLM solution is always less than that of the FDTD or ILGA
solution. The curves for the errors versus cell size appear to be linear for all three methods. The
slopes of the curves in Fig. 1 can be used to provide a relative measure of accuracy for the methods
since the slopes represent the increase in solution error for a given increase in Al. Table II contains
the slopes of the curves of Fig. I (as well as for gap sizes of 6.0. 8.0, and 10.0mm not shown in Fig.
1). The slopes are greater for the FDTD method, indicating a larger increase in solution error for the
same increase in Al. The ratio of the slopes is equivalent to AIFDmr/ A•j, the ratio of cell sizes
required by each method to obtain the same accuracy of solution. The average value of
SlopeFDI/Slopert• is approximately 1.5 indicating that 1.5 times more FDTD cells are required to
achieve the same accuracy as TLM. The ILGA data points of Fig. I indicate that the ILGA requires
approximately twice the discretization as the FDTD method, and therefore approximately three times
the discretization as TLM.

Table II: Slopes of the lines of Fig. I (as well as for gap sizes of 6.0, 8.0,
and 10.0 mm not shown in Fig. 1).

Gap Size, d(mm) Slope (TLM) Slope (FDTD) Slope (FDTD)/ Slope (TLM)

4 0.3282 0.4788 1.46

6 0.2573 0.3422 1.33

8 0.1671 0.2601 1.56

10 0.1196 0.1893 1.58

12 0.0802 0.1233 1.54
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IV: Discussion/Conclusions

A comparison of the accuracy of TLM, FDTD and ILGA algorithms for the analysis of a
perfectly conducting cavity possessing sharp metallic edges has been presented. The shift in
resonant frequency observed in the solutions to this problem is due to the inability of the methods to
accurately model the rapid spatial variation in the field distribution in the vicinity of the singularity at
the edge of the strip. We obtain a benchmark solution with which to compare our calculations by
extrapolating the solutions on meshes of different cell size to the limit of an infinitely fine mesh.

The FDTD and ILGA meshes must be approximately 1.5 and 3.0 times as fine, respectively,
as the TLM mesh (per spatial dimension of the problem) in order to achieve the same accuracy as
TLM. Although the ILGA requires 3.0 times as many cells as the TLM algorithm, the relatively
simple computational requirements make it an attractive approach (simple table look-up computation
rather than floating point operations). Future work can compare the computational requirements of
the three methods (memory and cpu time) to achieve the same accuracy based on our determination
of the relative meshing requirements.
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Figure 1: Comparison of the percent difference of TLM, FDTD, and ILGA solutions for bf/A from

the benchmark solutions versus mesh discretization, Al. Curves are provided for gap sizes, d of
4.0mm and 12.0mm.
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Some observations on stubs, boundaries and parity effects in TLM
models
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Introduction
To a large extent TLM is still strongly dependent on its roots. We as users tend to start from the
algorithms as they were originally defined and to develop them from that point. However unwilling
we may be some element of change has been forced upon us. We believe that there are much wider
implications which affects both lossless and lossy formulations. As TLM approaches maturity it is
important to stand back and re-examine it in a slightly more sceptical manner. For instance, more
attention needs to be focused on the use of alternative stubs and their correct placement. In this paper
we look at three specific aspects: spurious effects, time-step changes and the scalar pml.

Spurious effects
Anomalous 'jumps-to-zero' are observed in many numerical models for spatial propagation in the
time domain. The occurrence is dependent on the initial conditions in a system. Single-shot
excitation is a primary requirement, as the contributions of successive inputs in continuous or band-
limited excitation may mask the effect. In the case of multiple excitation a saw-tooth diffusion profile
can be observed if there are an odd number of excitations at a single point or at an odd number of
adjacent points. Boundaries are known to play a part; they can either accommodate or inhibit the
effect. Many of these anomalies are not normally observed in two-dimensional lossless algorithms
because of band limiting, but they frequently observed in one-, two- and three-dimensional lossy
TLM, where 0 < p <1.

When lossy TLM nodes are used to model diffusion phenomena there is an element of choice about
the positioning of the transmission line and the associated resistance which is represented as a
lumped electrical component. We can have the node centre positioned at the join between two
resistors and such arrangements are called 'link-line' nodes (figure l(a)). The alternative is to have
the resistors as the links to adjacent nodes and such arrangements are called link-resistor nodes
(figure l(b)).

We can demonstrate 'jumps-to-zero' and saw-tooth effects using a one-dimensional link-line TLM
model. We start with a sample which has a single unit magnitude injection to left and to right at time
t = 0. This is allowed to propagate for 10 iterations with p = , = 0.5. The output in figure 2(a)
clearly shows jumps-to-zero. We could reduce both the time and space discretisations by a factor 2.
In order to achieve the same injection conditions as previously we now have to inject inputs of
magnitude 1/4 to left and right in each of two adjacent nodes during the first two time-steps. The
reflection and transmission coefficients are now p = 1/3 and - = 2/3. The simulation is run for 20
iterations and the results are shown in figure 2(b). We can proceed further by reducing the space and
time-discretisations of the original problem by a factor 3. This means that injections of 1/9 are input
to left and right at three adjacent nodes during three iterations. The reflection and transmission
coefficients are p = 1/4 and c = 3/4 and there are 30 iterations. In this case the output (figure 2(c))
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has a saw-tooth profile. This process of magnification can be continued when it will be observed
that every even sub-division yields a smooth profile. Of course, the saw-tooth profile becomes finer
as the level of odd-subdivision is increased.

I I Iy)I

I I I Z I'

(a) (b)

Figure 1. (a) a link-linc node (b) a link-resistor node

0.4 0.4 0.4

0.2 .2 I 0.2

10 20 30 10 20 30 10t 20 30
node number node number node number

(a) (b) (C)

Figure 2. Diffusion simulation showing concentration as a function of nodal position using a one-
dimensional link-line TLM model divided into 20 nodes: (a) single shot injection after 10
iterations, (b) AX -- Ax!2, At -4 AtI2, (C) AX -4 AxI3, At - At/3

We can now review some observations concemning these anomalies in TLM models. Even if there is
a single-shot initial excitation jumps-so-zero' wilt not be observed if:

link-resistor nodal formulations are used (lossy TLM only)
- the excitation point is located between two link-line nodes (lossy TLM only)
- a boundary is placed between two nodes (applies to lossy and lossless TLM)
- conventional (Ax/2) stubs are used (applies to lossy and lossless TLM nodes)

Spurious modes, ATLM, sampling and redundancy
The question of mesh parity has been addressed by Russet [1]. Since states of even and odd parity
are independent of each other, their interconnection may cause the propagation of spurious solutions.
This has led to the suggestion of ATLM, the computation of states with even parity (sample every
2At). States with odd parity can be obtained by interpolation. Pulko et al [2] have noted that
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observations made at At in a link-line lossy mesh of nodal length Ax represent a significant
redundancy. There is no loss of accuracy if the same mesh is sampled at intervals of 2At. This is
quite distinct from a mesh of length 2Ax sampled at 2At. These observations are consistent with the
work of Enders and de Cogan [3] on two-dimensional random-walk models where it is noted that the
propagation space comprises two separate sub-systems with identical equations of motion, but
different initial conditions.

The behaviour of scattering processes can also be interpreted in terms of sampling. In the link-line
node the signals travelling a distance Ax, are sampled at time intervals At and are coincidentally
scattered at the same locations. In a one-dimensional link-resistor node the signals are sampled at the
centre of the node. They then travel a distance Ax/2 during time At/2, where they undergo scattering
at the interface between transmission line and resistors. The transmitted and reflected pulses then
arrive at locations (x-l), x and (x+l) after another time At/2, where sampling again takes place. Thus
the network is sampled at intervals At with scattering events occurring at distances AxI2 from the
sample point. This could be interpreted as a network with fundamental mesh distance Ax/2 sampled
at At which is the equivalent of the Pulko system with all redundancy removed. In two-dimensional
link-resistor nodes there is one scattering event at the node centre with reflection coefficient Pnode =
-1/2 and tnode = 1/2. There are 4 separate scattering events at the resistor links with Plink = R/(R+Z)
and 'link = Z/(R+Z). Sampling occurs at the node centre at intervals, At, but scattering events occur
at distances Ax/2.

Stubs and boundaries
The ATLM scheme has been proposed to avoid the propagation of spurious modes. Pulko's
suggestion of sampling at altemate time-steps in a link-line lossy TLM network avoids 'jumps-to-
zero' and reduces computational load. However, it is believed that these principles have wider
implications than have been appreciated up to now. A boundary placed at the interface between
nodes forces a mixing between the meshes of a lossless or link-line lossy TLM model. If boundaries
are to be located between nodes then a link-resistor network should be used in lossy TLM
formulations. Otherwise the boundary should be located at a distance Ax from the node, so that its
response is returned to the mesh with the correct parity. Similarly, the location and timing of an
excitation may be important.

Conventional TLM stubs of length Ax/2 will return a signal to the node after a time interval At. This
will give rise to mixing in lossless networks. In lossy meshes the positioning of the stub is also
significant. Mesh mixing will normally occur if it is placed between the resistors. For this reason a
stub of length Ax is recommended. On the other hand it is possible to use a conventional half-length
stub so long as it is located at the centre of a transmission line. By this means link-resistor
formulations can be successfully sampled at intervals At and link-line formulations at intervals At/2.

Time-step changes in TLM models
On 12 April 1988 one of the authors (DdeC) penned a note to Peter Johns with a suggestion that
time-step changes should be implemented at the node and not, as is conventional at the half-steps
between iterations. His response was not encouraging and the matter was left in abeyance until
recently. The normal method of time-step change which is described in reference [4] takes the
scattered pulses and transforms them into the new time frame at the middle of the link transmission
lines. The conservation of nodal voltage and line current yields

At At'

'2- (1 ) (1- - t +iAt'

- At At -LsV 21
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This immediately introduces a mixing between the interlaced meshes. A time-step transformation
which takes place at the node does not and is consistent with the ATLM approach. On the other
hand, the conventional approach is ideally suited for a link-resistor formulation. It is clear that is is
effectively operating at the node centre of this type of mesh and will not lead to anomalies.

Stubs and the scalar PML
At the 1997 ACES Meeting de Cogan and Chen [5] proposed what was effectively a scalar absorbing
node. This involved a set of special lossy nodes which could be placed around the periphery of a
lossless region. The requirements were that the lossy nodes had to be both matched and
distortionless. It was shown that these conditions could not be achieved without the inclusion of a
stub. The results which were presented indicated the existence of dispersion which frequency limited
the application of this boundary. However, it must be remembered that the opcn-circuit stub which
was used is an approximation to a capacitance and any formulation will be troubled by an error
inductance due to the line. We now believe that there is no reason (except convention amongst TLM
modellers) why an infinitely long stub should not be used. Such a stub would have pst= 0 and
would have no error inductance or capacitance.

Recent work has confirmed this observation. A boundary consisting of distortionless matched nodes
with 'infinite' stubs was found to introduce no dispersion effects. However it was noted that the
return signal was very sensitive to the precise coincidence of the matching and distortionless
conditions. An input pulse of magnitude 1000 was allowed to traverse a one-dimensional lossless
mesh before interacting with a string of absorbing nodes each with Zst = 0.1 (Pst = 0), R = 0.99602
and r = 0.004149. The return signal was inverted with magnitude 2x10-2 and displayed no
dispersion. However when the node was defined with greater resolution (R = 0.99602447204 and r
= 0.00414872477) the sign of the return signal was a perfect copy of the original, but with an
amplitude of 1.75xl0-13.

R R

I Z

Figure 3. A lossy node with shunt resistance and stub for distortionless matching to a lossless line.

We now have a broad-band attenuation network which can be treated as a filter whose output can be
given by F Vin. At present, this is placed between nodes so that the incident pulses in a one-
dimensional formulation are given by:

k+t'VL (x) = FL(x) ksVR(x-l) k+l'VR (X) = FR(x) kSVL(X+l) (2)

There are similar expressions for two and three-dimensional formulations. This is identical to the
empirical approach used by O'Connor [6] whereby a scalar factor, F is gradually changed from unity
to zero to obtain total absorption of signals.

Conclusion
These observations have been drawn from the wider field of TLM but are important in
electromagnetic modelling. Excitations, storage elements (stubs), time-step changes and boundaries
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should not lead to mixing between meshes of different parity and we have proposed schemes which
would ensure this. Our distortionless, absorbing network still resides at the mid-point between
lossless nodes, but as it is perfectly matched, there is no spurious return signal and therefore no
mode mixing.
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Modelling of dispersive media in TLM using the propagator approach

Jiirgen Rebel and Peter Russer
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Abstract

In this paper a new approach for modelling dispersive media with the Transmission Line Matrix (TIM)
method is presented. The updating relations for a dielectric node are derived utilizing the no called propagator
approach. A perturbed TLM process yields the solution for the discretized coupled Maxwell and Polarization
equations. Canonical stability criteria are provided by the propagator approach Experimental restlt, for a
TEM parallel plate wa.eg.pide. partially filled with a model dispersive dielectric are presented and validate the
approach.

1 Introduction

A growing interest in modelling dispersive and non-reciprocal media with TLNM has become apparent [1, 2, 3.4. 5].
In FDTD, three types of approaches can be distinguished for treating dispersive media First. an implementation
ofa discrete convolution of the dispersion relation [6]. Second. methods that disereTire a differential equation which
relates D(f) and E(t) [7]. Third, Z-transform methods [8].
In TLM, approaches are the modification of John's scattering matrix by Dawson's method or state space repre-
sentations which lead to adaptive matrix elments via a time dependent ezquivalent conductanee [3. 1. 4]. A major
problem with these techniques is that the involved TLM processes easily become unstable and their practical use
is hence limited. Furthermore, the modelling of dispersive media in this way lacks mathematical rigor
With the development of the so called propagator approach Hein h•-s created a powerful framework for the synthesis
ofTLM algorithms [9, 10]. So far, this concept has been applied to the modelling of ferrites by developing a TLM
solution for the coupled Bloch-MaNxwell equations. for non-orthogonal TLM gri& and supercondoeting bounderies
[2, 9, 10, 11].
In this paper, we apply this concept to the modelling of dispersive media, whos frequency dependence is described
by a Debye model. The derivation is similar to the analysis presented in [21 , but we have abstained from
incorporating a non-orthogonal mesh

2 The propagator approach

2.1 The discrete propagator

In the following we work in the Hilbert Space Ii.. over 'R", which is defined in [12]. The center of a node is located
at position 1,m, n. Wave pulses are at the node at normed time k and at the cell boundary at times k ± ½. Th,
complete time evolution of the whole TLM system can be described by [121

I >= TSIa > In >= rib> (>)

S denotes the nodal scattering operator, T is the time shift operator, and r the connection operator which handels
the exchange of the quantities at the cell boundaries with the surrounding cells
Hein [9] has shown, that the ttoe evolution of a single TLM cell can locally be described by

kb = ''Pka (2)
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where ka and kb are the vectors of incident and reflected wave pulses at the node. The same relation is valid for
the wave pulses at the boundaries at times k 4, i.e. all indices k are replaced by k±4 . T is the so called discrete
propagator which is defined as

wt, = tZ (P S )A-t QTY (3)
A=1

with P and Q being the projectors into the stub and link subspaces. For this approach, it is essential that the

quantities of the stub subspace are non-observable from outside.

A complete TLM system (P, IP-) can thus be characterized by the connection operator r and a family of cell

dependent reflection operators *C [2, 10]. VC describe essentially different types of nodes (more precisely, they

describe the time evolution of different types of nodes with scattering operators SC).

2.2 Connection to finite difference equations

A system of partial differential equations may be written in operator notation as

)u = 0 (4)

where L is the differential operator. After discretization, a set of finite difference equations with linear and real
valued difference operators A and F, (which may be functions of the spatial shift operators, for example) may be
written in Hilbert Space formulation as

ATh IF >= f-F,, IF > (5)
0=0

The operators A and F. will be specified in section 3.2. Th denotes the time shift operator which decrements k
by 4. IF > represents the state vector of the finite difference system.
The idea behind the propagator approach is, that a TLM system (r, Pc) generates solutions to these finite difference
equations. Hence, the responses of the TIM process (1) have to fulfill the finite difference equations at every time
step for the same initial values. From this identity at every time step, the scattering parameters of S can be derived
uniquely . As a consequence, the discrete propagator relation needs to be written in a canonical representation
where all the finite-difference relations are decoupled. This is achieved by an orthonormal transformation D
(which leaves the scattering response of the discrete propagator unchanged). Hence the scattering operator written
in matrix form takes the canonical form

SE
DSD-' _ Ids3 SHId3X3(6

Id denotes the identity operator written as identity matrix in matrix form. These identity blocks are a consequence
of the "parcel twines "lemma and can be viewed as an explicit consequence of the divergence conditions of Maxwell's
equations [i0] (In the following we shall not distinguish between operators and their associated matrices).
S denotes the representation of S in the "normal" TLM world, which has the structure of John's original matrix
'. Details to the transformation D can be found in [9, 11], and its origin will be sketched in a later section of this
paper. In order to derive the nodal scattering parameters, the blocks SE and SH (both are 6 x 6 matrices) can be
decomposed into four blocks using the relation Id = Q. + Pj (j denoting E or H). Qj and Pj are the respective
projectors into the link and stub subspaces of Sj. The decomposition of Sj results in

Sj = QjSQj + QjSPj + PjSQj + PjSPj (7)

K, Li Mj N,

' In the following. the skew is omitted, if it is clear in which representation a matrix is given
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In order to get simple relations, the process (2) is started with a Dirac pulse a-, at time k -• and the response
of the system for the respective snbspaces is calculated for time k to:

k k±s1b (cell boundary) kb (node centre)

0 0 Ka,
1 Kjao LjMja:,

_ 2 LjNl 
2

Ma 0  LjN,- 'Mja

2.3 Perturbed TLM processes

If the finite difference scheme described by equation (5) would be dependent on a large number of past values, e g
due to the evaluation of a discrete convolution in time, it would take the form

ATnIF' >= t FT` IF' > +G [TOIF' >1 (8)

The operator G[..] can possibly be nonlinear (this is the reason, why the infinite slnim as a Uthole is taken as its
argument). Clearly, a TLM system with different reflection operators *'- may generate solutions to this finite-
difference equation, as the connection operator r remains unchanged. It can be shown. that there exists a necssary
condition for the existence of solutions to (8) generated by the dashed TIM system (r, *'C), which relates 4'c
and %¢. Hence, the dashed TLM system generates solutions to finite difference equation (8). iff a real valued
casual operator kD[..] exists, satisfying

kD ý 5 T'F >]L =F 'p, - 'p (9)

The operator kD[..) may be dependent upon time. which is indicated by the index k, The relation between 4'
and %" implies that the undashed system (r. 'kc) can also generate solutions to the "perturbed- finite difference
equations (8) in a so called "truncated" process ifeqcuation (9) is rearranged This teanr, in addition to the normal
scattering, another vector d is updated at every time step. Details are provided in references [2. 10].

3 Discretization of the coupled Maxwell - Polarization equations

We have seen how nodal scattering paranmeerrs can directly be derived from finite diffrence equations In
this section we are going to discretize the coupled Maxwell - Polarization equations along litnes, similar to tlre
discretization procedure of the coupled Bloch - Maxwell equations (2]. We have restricted ourselves to the use of
a graded mesh and the modelling of anisotropic behaviour along the principle axes

3.1 The coupled Maxwell - Polarization equations

In integral formulation, Maxwell's equations take in nonmagnetic dielectrics the following form

j5 H.dl = E) .dA+ka P-dA (10)

EdI = 1o a H-dA 11)

Anisotropic ohmic loss along the principal axes is considered by c = Diuu(,.o. us. ýo). 6n is the permittivity of free
space. Tire permittivity for ,' --4 is given by E,- = Diag(uq), 6,., f, ), For Iehbyc disle-eries with anior copy
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along the axes, the polarization current density can be described by

0P o -oX, o 0 (12)"•-= 0 -- 70 0 0

U 9V

Where X'= ic. -i e-, (i = x, y, z). Along each axis, the respective differential equation of (12) describes the
frequency dependence of orientational polarization, which is given by

1r ) + i Ei (i = x, y, ) (13)

The complete Debye model for the permittivity is of course given by [13)

iCDnbyc(w) =i c + icr(w) = iE' - jMc (i = X, y, Z) (14)

(the constant part of the Debye permittivity je is already accounted for in Maxwell's equations). U and V
become tensors, when the dielectric is fully anisotropic. A special solution of (12) is given by the convolution
integral

P = etUj e-°UvE(O)d = Disg (e-7[ eEo (O)dO (i = x, y,,) (15)

Substituting (15) into expression (12) yields the polarization current density in the following form

0_pP ( ['s~
OP-=Diug Z-e 71o -X: A.Ei()dO + c X L. t (i-a ,tt,: (16)at \ •ro J i Tio

3.2 The discretization of Maxwell's equations
The discretization of Maxwell's equations is accomplished by finite integration in space and finite differencing in
time. In the following, the procedure is exemplified at the x-component of Amphre's law and Fig.1 shows the
integration paths.
The electric and magnetic fields are related to the wave amplitudes in the following way, i.e. the cell boundary
mapping of [12) , shown for ports 11 and 12

a-- l, - + k bl'm ._ - dl + b12 :=/ lt-d ir...½+-n... .. f.JrtEd 2- .m½n~- ~-[,•E'dt

J -,- H dIII -i2 , -b , -- H dl (17)

zo is the characteristic impedance of free space. The cell boundary is completely equivalent to the interpretation
of total quantities u, i used in [2, 10, 11). Nodel fields are evaluated as the aritmethic mean of the tangential fields,
i.e.

kEf, ,n = j ('_-Em_,n +1-' El,+,. +k- ETm...t, +I -½ ETm^n+i) (18)

The polarization current term fA P - dA has to be discretized seperately due to the time integral. Hence, the
discretization of Amphre's law looks as follows,

iSH dl = ( "- 2- ..... ½., 1 +k m . ) + (s.am +

b"-s b, (I'm .. ½.o+± _½bs-4 , (19)

= + ,k- ,
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Figure 1: TLM cell with the finite integration path along port vectors 5. 6. 11. and 12 (the port labelling scheme
of (12] is used)

The transition from normal to skewed wave amplitudes shows the origin of the transformation D. The loss and
displacement currents at the right hand side of(10) become at infinitesimal mesh width, with second order accurary

(71 E d.4+c00 E'dA, = cE,_ ,,(t) dA, + sv Ef,.... (t). dA + .u(, 2+ ) (20)
ft ý 

t JA '
Using a centered difference time discretization, this yields

cf E dA + so - , E dA- z,~ [ ,F, , ,-, E,_a + LO "u [,ET -,-,-, El,,] (21)

Applying this procedure to all six scalar equations of (10) and (l1) will result in the discretired Maxvwell's equations
of the following form (QE and Q11 are matrices with a I on the principal diagonal at row 1-3 and 10-12, respectively.
and otherwise zero)

Qe' 7k~-~~ ' WQF Id +T] (kii+k b) + L' WQ,[Id -T] (u,A ~ (22)

Qo (u r-l-.-o ) - `WQ )ld -TI (kA-kfit  (2.3)

Whereby a diagonal matrix W comprising the geometrical scaling factors along each axis war introduced:

=Dig (• , , ) (2.1)

To establish a connection to sect ion 2.2, we want to identift the operators F,,

po 2WQE + ýWQsE 0 -W e-WQF 1 F
-w IF, = W 0 rQt ... 0 (25)

A and the state vector IF >

A 0 F i >+ >(6

QH 0 15 1> -(bý>

3.3 The discretized polarization current

The discretization of the polarization current density runs completely analogue to the derixation in reference [2] for
the gyromagnetie current density, so that we only give the results here. The nodal electric field kEt' ", changing
its value at times k, is a step function of time. Since the beginning of the TLM procees, there have been p time
steps. Performing the integration in time in equation (16) and uting a centered difftereore approximtation for the
timc derivative. equation (16) yields

AlI = A +Etr E, + BA _,~t [T' E,40 (27)
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with matrices

A = Di.g(9~ (eztw,--t)) B = Diag (-Sj, sinh ~-) (i =x, y,z) (28)

and the casual operator

A, [T2 En,,,] =~ T0 E17 n(9

j=O

with

Ai=Diag r_-. ,forj ' (i =x, y, z) (30)
e ... (e-. .) for j > 0

Now, we can write down the finite difference approximation for the polarization current

o foj P . dA = WA QE [Id - T] (,& +,. b) + WHA,_, [QaTP-j (,5 b)] (31)

Adding this to the right side of equation (22), the completely discritized general Amphre's law looks like

with the matrices

X1 = W (,+A +S1d) X, =W rrA - Id) X = L(33)

Inserting the responses of the TLM process started with a Dirac pulse into equations (32) and (23) in connection
with (33) yields for Amp~re's and Faraday's law:

KE = X2
t

QE-QE K1  = QH(Id-X31)

LE = Id LH = -Id

ME = -LX2
t

KE - LýXV-1X(QS +KE) MH = -LiQH ((Xz)-o3-xl)

NE = -L, (XI
t 

+ xp'x 2 ) L5  (34) NH = P11 (Id - X-') (35)
denotes the adjoint operator or the transpose matrix, respectively (for details on Lj and Pj see e.g. [11]).

Applying the deflection lemma as exemplified in reference [2] yields the TLM algorithm for a dielectric node in
canonical representation with the so called deflection matrices SDj(J = 1..5)

bki ) = sk_-+a•+_ sb3 = -(x1 -
t  

x-
S3= V--'SDI

a+*d = SDnk-a_ -SD9 (I ii 6 -So3k- P SDI = (eiU - d) V

= SDO(aiia 6) + SD5 5 4 fI (36) Sos = etU (37)

The evaluation of the time step runs completely analogue to the way presented in reference [2].

4 Numerical results

We have derived a TLM algorithm for the treatment of dispersive media whose frequency dependent behaviour
can be described by a Debye model. In order to verify the validity of the approach, a simple test structure was
investigated (see Fig. 2). An infinite parallel plate TEM waveguide was partially filled with a dispersive model
dielectric. The static dielectric constant of the model medium was re, = 65 (for simplicity, 6- was set to 1) its
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Figure 2: TEM parallel plate waveguide. partially filled with dispersive dielectric

relaxation time vas ro = 1.0 * 10- 13s. The structure was modelled by a one-dimensional chain of nodes, 30 for

free space and 70 for the dielectric. A Gaussian pulse of the form E,(k7) = E•,e- " was launched onto the
air-dielectric interface and the transient fields calculated
From these data, the complex reflection coefficient was evaluated. Magnitude and phase were then compared to
the exact values given by tie analytical expressions

JRanal - I F - P) (38)
+

- (39)

3"100-5 1.00
0 middle discretination [ I]-.-. .1 i

2110e-5 r i I ai 080 .... discrtination n nnd...i-- di ... 1 ... _ 1• ,o.d.roioio • ;
"in dzrit

0 8
S ,le-5 a 0.8 n a icrtzta

0 20 40 60 0 20 40 60

frequency [GHzI frequency [GH7]

Figure 3: Relative amplitude error between solution Figure 4: Relative phase error between solution on-
obtained by equation (38) and a TLM simulation. tainmed by equation (39) and a TLNI simulation

discretization u (cell size) r (time step) T (pulse aidth)
coarse 1.4 Pe 0.2 10-1.1 , 25 r
middle 0.7 pum 1.0 d 10-15 s 50 c
fine 0.35 pm 0.5 10-15 s 100 7

Table 1: The simulation parameters

In Fig. 3 the relative error 11 between the magnitude of the reflection cesefficint ohtain'd from the TLNI

sitiulation, 1Rji, , and the exact va
l u

es calculated using formula (39) is shown. Apparently, excellent agreement
is found between the analytical and simulated solution, as the relative error is extremely small Surprisingly. the
error increases with finer discretization. In Contrast, Fig. 3 shows the relative phase error b.1 hetween
the analytical solution given by equation (40) and the simulation
The deviation of the TLM solution from the analytical solution is quite significant bit can he cxplained as follows
In the analytical case, the interface between the two media is craactly defined. In the TIM mesh, the interface
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is supposed to be at the middle of two nodes. As the dispersion characteristics of the nodes at either side of the
interface differ considerably, one does not know where to assume the exact interface plane. That this is indeed the
cas.e, can be seen when the relative phase errors for three different discretizations specified in Table 1 are compared.
The finer the discretiration, the lower is the relative phase error, as the interface between the two media is better
localized in the simulation.

5 Conclusions

We have shown that the propagator concept can be applied to the modelling of dispersive media in TLM, who-
se frequency dependence is described by the Debye model. The accuracy of the approach is excellent and the
advantages of the approach are fully exploited. Even for relative permittivities of arbitrary value (tested up to
e, = 100), the process remains absolutely stable due to the canonical stability criteria. Work is in progress to
extend the approach to the modelling of dispersive media whose frequency characteristics can be described by a
Lorentz model.
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Abstract

In the last ycars the importance of quasiplanar structures made it necessary to find efficient

simulation tools. Under certain circumstances the amount of memory and CPU time needed for

the simulation can be reduced significantly. In this paper a simplified TLNI algorithm is used to

simulate longitudinally homogeneous or periodic waveguides. In the first part of this paper a brief

explanation of the theory is given. The algorithm is used to simulate some structures of interest.,

e.g. an inset dielectric waveguide structure.

Theoretical Background

The characterization of waveguides by numerical simulation tools requires discretization elements

sufficiently dense for the description of the metalization. Because of the required memory amount

a transient analysis becomes almost impossible. In the case of a longitudinally homogeneous or

periodic waveguide the simulation requirements can be reduced.

If losses are neglected, the vectors of the electric and magnetic field strength can be expressed as
[1]

E = E1 e•'
0 

+E 2 , (1)

H = H1 ei +H 2 e-j"', (2)

assuming propagation along the z-direction. Thus, two waves in positive and negative z-direction

respectively contribute to the electric and magnetic fields. The TLM-simulation can then be

reduced to a simple layer of nodes discretizing the transverse plain. The voltages at the gate can

be calculated by

,+l u+(i,j) = e'j• u.(i, j), (3)

t+,u+(ij) = ej"' ,u(ij), (4)

-+iu+(ij) = ei"',u2(i j), (5)

-+Ius(ij) = ej""' tu(i, j) (6)
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if a symmetrical condensed node (SCN) is used. + and - indicate the incoming and outgoing

waves respectively.

The properties of the grid and the field solution of equation (1) yield the simulation of standing

waves [2]. During the simulation the propagation constant 0 is given as simulation input and

the corresponding frequencies can be calculated from the resulting time signal. Each frequency

corresponding to one propagation constant represents a propagating mode.

When looking at equation (3) one can easily see that the TLM grid requires complex descriptors.

Thus, two TLM networks are necessary describing real and imaginary parts of the voltages. The

networks are coupled by a modified exchange algorithm. The scattering does not lead to a further
coupling. Under certain conditions it is possible to implement this algorithm with two networks

with the number of relevant voltages halved in each network. This can be proven starting with

Maxwell's equations

aD
rot H = Jc+ 8-1 (7)

OB
rotE = - -- (8)

Assuming that H 2 and E2 can be set to zero and considering material isotropy the above equations

can be simplified. As final result it can be shown that

u2 = us and (9)

U4 = u; (10)

must be valid. In this case the simulation effort can be reduced to one half of the original algorithm.

Another important class of waveguides are periodic waveguides. "Periodic" usually means periodic

boundary conditions, e.g. in a rectangular waveguided which is capacitively loaded periodically.

Periodic waveguides have the property that they have certain frequency bands where wave prop-

agation is possible and frequency bands between them, where a wave cannot propagate [3].

The problem of periodic waveguides can be solved similarly to the problem of homogeneous waveg-

uides. With the help of Floquet's theorem a field ansatz

E = E e"' +E 2 e-", (11)

H = H, e"' +112 e-'- (12)

can be derived, in which damping is considered too. The field coefficients El, E 2, H, and H 2 are

periodic functions.
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The SCN voltages at, the gates can be calculated by

n+Iu2+(i,j, k) = e"'A'O ,,u9(ij, k + N5 ). (13)

n+Ou+(ij, k) = eiN" us(ij, k + .. ). (14)

ý+Il+(ij, k + Np) = ejOA'16 ,u-(i,j, k), (15)

8+is (i,j, k + N5 ) = e ujNp' nU4 (ij, k). (16)

where P = Np . Az is the periodicity of the structure. The index k can be set to zero in the simu-

lation, but the further simplification similar to the simplifications for longitudinally homogeneous

waveguides can only be done in some limited cases [4] and will not be presented here.

Results

As an example for longitudinally homogeneous waveguide an inset dielectric guide was simulated

according to Fig. 1. Fig. 2 and fig. 3 show the transverse component of the electric and magnetic

Figure 1: Inset dielectric waveguide used for the simulation.

fields respectively. The parameter used in this simulation were h/a = 1.5, a = 10.16 mm and

c, = 2.08. The simulation results are compared with measurements by Rozzi et al. [5] in Fig. 4.

Simulation results and measurements are very close together. The precision of the measurement

is limited, since the permittivity of the used dielectric material has a tolerance of one percent.

Fig. 5 shows the tangential magnet field component on the contour of the inset dielectric guide

for the base wave type at a discrete time step during simulation. The tangential magnetic field

component corresponds to a surface current on the contour.

For periodic waveguides we present two results for the calculation in this paper. The first example

is a capacitively loaded rectangular waveguide according to Fig. 6 with a = 22.56 inrn. b =
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y .

Figure 2: Electric fieldstrength in a transverse plain of the inset dielectric waveguide according to
Fig. 1: a) x-component and b) y-component.

b)

Figure 3: Same plot as in Fig. 2, but with magnetic fieldstrength.
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Figure 4: Dispersion diagram of an inset dielectric waveguide for the X-band. Calculated values

compared to measurement results [5].

- I

Figure 5: Tangential magnetic fieldstrcngth on the contour of an inset dielectric waveguide as

shown in Fig. 1.

5.08 mm, d = 3.81 mm and P = 2 mm. The simulation results are compared with the analytical

result for this structure. Fig. 7 shows the dispersion diagram. The stop bands (dotted region) and

pass bands can be seen. Simulation results and analytical calculations show excellent agreement.

A second example calculated was a capacitively loaded coplanar waveguide. Simulation results
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Figure 6: Capacitively loaded rectangular waveguide.
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Figure 7: Dispersion diagram of a periodic capacitively loaded rectangular waveguide (symbols:

TLM simulation, lines: analytical solution in [3]).

for phase velocity over frequency [4] are compared to measurements by [6] (Fig. 8). In this case

measurement and simulation show fair agreement.

Conclusion

In this paper we have shown that the TLM method is a powerful method to simulate longitudinally

homogeneous or periodic waveguides. A simplified simulation algorithm was proposed and the

theory was explained. Simulation results for homogeneous and for periodic waveguides were

presented which underline that the method can be used successfully.

In future the algorithm will be used for simulating more complicated structures. By comparing the

results to measurements or, where measurements are not available, to other methods like Finite

Difference Time Domain method (FDTD) the algorithm will be verified.
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Figure 8: Phase velocity of a wave on a periodically capacitively loaded coplanar waveguide (line:

simulation after [4], symbols: measurement according to [6]).
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Abstract

We present a general method for the generation of lumped element equivalent circuits for linear passive reci-
procal distributed microwave components from time domain scattering signals. The method is based on a field
theoretical analysis of the distributed multiport circuit in time domain. For this purpose the three-dimensional
Transmission-Line-Matrix method is used. A canonical representation of the multiport admittance matrix Y(p)
allows to generate an equivalent circuit directly after specifying the frequency range of validity. Topology as
well as the parameters of the lumped element equivalent circuit are given by the method. A distributed four-port
microwave circuit was modeled and the applicability of the generated circuit model in transient spice simula-
tions could be demonstrated.

1 Introduction

Electromagnetic full-wave analysis in time domain can be used for an efficient broadband modeling of distributed
circuit components. The Transmission-Line-Matrix (TLM) method [1] and the Finite Difference Time Domain
method (FDTD) [2] have proven their ability to handle general structures. Because of high computational ef-
fort and practical limitations in problem size, only critical distributed circuit elements are modeled by full-wave
analysis. Complete system simulations are usually performed by network-oriented CAD-tools like Spice [3]. Fre-
quency domain simulations allow the use of lookup tables to incorporate the results of full-wave analysis with
network-oriented methods. Network-oriented methods in time domain, especially transient spice simulations,
require the existence of lumped element equivalent circuits to include distributed elements. There are different
ways to combine full-wave and network-oriented analysis methods. Besides other methods as for example general
system identification techniques, lumped element equivalent circuits exhibit the advantage of compactness, easy
implementation in existing circuit simulators, applicability in frequency domain as well as in time domain, and
exact representation of fundamental circuit properties like passivity, stability and reciprocity. The main problem in
getting a lumped element model for a distributed microwave circuit is to find a network topology which is able to
reproduce the transmission characteristics of a distributed multiport circuit. Empirical techniques may lead to most
compact models, which may also offer a direct mapping between model parameters and geometric dimensions.
But they need a lot of creativity and experience, cannot be automated and lack for a mathematical formulation.
A systematic method for the generation of lumped element equivalent circuits for lossless microwave circuits has
been given in [4].
In this paper, we extend this approach to lossy structures and propose a straight forward general method for
computer aided generation of lumped element equivalent circuits for linear passive reciprocal multiports from
time domain scattering signals.
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2 Theory

The described method is based on a canonical representation of a multiport admittance matrix Y(p). Knowing
the location and amplitudes of a number of N poles oa of a linear reciprocal lossless multiport its admittance
matrix can be expressed in form of a Foster matrix [5]. This representation allows to generate an equivalent circuit
model directly after specifying the desired frequency range of validity for the model. We extend this canonical
description to linear lossy reciprocal multiports. An admittance matrix of this type may be represented by

Y (p) = AM +
01

)A ' ) + () (1)

A1N) are real, symmetric and positive semidefinite matrices, A.0) are complex constants and o. denote stable

poles with Re{otn} _< 0. The proof is given for two-ports in [6] and holds also for multiports. A representation
of Y(p) in terms of a summation corresponds to a shunt connection of circuit sections with identical network
topology but different parameter values. Each section consists of a scalar frequency dependent factor Y(') related
to the location of a single pole o, and a constant matrix A(n) related to the amplitudes of this pole o, observable
at the different ports of a circuit.
Caucr has shown that every constant matrix A1n1 

can be realized by a network of ideal transformers and Al <
dim(Aln)) one-port admittances [7]. Replacing all constant one-port admittances by simple one-port nctworks
with a frequency dependent behavior equal to y(n) enables us to find a lumped element circuit for a given admit-
tance matrix Y(l) = Y(

1
)A("). The basic compact n-port subcircuit resulting from Cauers method consists of R,

G, L, C and ideal transformers as depicted in Fig. I. It contributes a rank one admittance matrix
yýn) = y(n)k(n)

YI k, .. k,

G(') + pCi(') k,, (kil)' . k~jk,.

p=2L(,,)C +() -p(G(,)L.) + Rý,)c•,,)) + I+ R)(") . (2)
k1N ký.A,'k,l I ".. (ký vc)2

After decomposing all matrices A(") of (1) into sums of rank I matrices, these compact lumped element circuits
can be used to realize all summands in (1). For a matrix of dimension three this decomposition looks like(I kil k012 '0 0 0A(N) =Kýn) kn (k1)

2  
k1 Ik12  + K2) 0 1 k2 I (") ( 0 . (3)

k12 kjlk12 (k12)
2  

0 k02I (k2/)22 0 0 1

Connecting all compact multiport elements associated with a certain pole o,• leads to multiport elements (shown
in Fig. 2) realizing full rank matrices of the form Y(n)A(n). The parameter values of a specific lumped element
subcircuit can be obtained from

yi(n) = Y(n)A (n) = YWK(n)K•O (4)

For a subeircuit with given indices (n, i) the parameter values of R, G, L and C can be found to be

= 2Re{-} , I - I
SLC: (5)

ft Re{y) G _ Re{-'a*,l"L = Rely} 'I " = Re{-,}
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Figure 1: A compact rank I n-port element
Figure 2: A full rank four-port element

with

1 = 2 R G A (n) () (6)
wL -C L C = 0

These expressions are valid for the general case and degenerate to even simpler formulas for a. = 0, Re{a,, = 0

or a. = oc. The tums ratios of transformers are defined by the matrix elements k•). For a four-port circuit the
following relationships apply:

k lt = - Liu k1 2  -- k1 3 -2 n34 (7)

k 21  = - k 22 = _ani k3 - -= (7)n23 -- 34 n34

3 Model Generation

The theory described above gives a straight forward way to generate a lumped element circuit model for a given
admittance matrix in form of (I). To make use of this synthesis method a parameter set of equation (1) approx-
imating admittance values in generic description has to be found. Dividing this problem into subsequent steps
reduces the complexity of the task and ensures convergence.

Electromagnetic Full-wave Analysis

Starting with a three-dimensional electromagnetic full-wave analysis of a distributed multiport we obtain in-
put/output signal pairs related to each other by the impulse response functions of reflection and transmission
between the ports. For this we use the time domain TLM scheme with Symmetrical Condensed Nodes [1]. To
reduce the computational effort an irregularly graded mesh is used [8]. Further, this technique provides an efficient
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way for exact boundary positioning. Free space boundaries are modeled by terminating the mesh with a constant.
matched impedance.
TLM time responses s(n) are separated from spurious parts by utilizing system identification techniques. Deem-
bedding is done by shifting all obsevation points located outside of the near field region of the modeled discon-
tinuity into virtual ports located at the geometrical edges of the distributed structure. This has to be done with
respect to the dispersive transmission properties of all connecting transmission lines.

Extraction of Pole Locations

The main principle of our proposed method is to separate the extraction of admittance function pole locations on
from the extraction of pole amplitudes a(n) and A(n) Therefore we use a steepest-ascent search algorithm applied
to the admittance matrix Laplace transform Y(p) numerically calculated from time domain scattering signals. The
scattering parameters for a certain frequency point p are given by

So (p) EL "(8)

Time domain scattering signals are well suited for numerical transformations, because they are limited in band-
width as well as in time duration. Even lossless structures result in short time series due to the loading of resonant
structures by their connecting transmission-line impedances. The required multiport admittance matrix Y(p) can
be determined from its corresponding scattering matrix S(p).

Y(p) = (q + S(p)q)-
1 - (q-' - S(p)q-1) (9)

q is a diagonal matrix containing the square roots of all port impedances. Reasonable starting values for a gradient
based pole extraction working on single elements of Y(p) can be taken from contour plots of the admittance
function Laplace transforms. A typical contour plot is shown in Fig. 3. Choosing all local maxima in the Fourier
transform (Re(p) = 0) of all admittance functions yij(p) within the specified frequency range results in the
extraction of all dominant poles. Any additional poles and trial solutions converging towards them can he found
easily. Choosing a certain number of poles controls the accuracy and complexity of the generated lumped element
circuit model.

Extraction of Pole Amplitudes

After all necessary poles a, have been determined, their locations are fixed. Matrix elements 0(') associated with
the amplitudes of the poles can now be calculated by fitting (1) to the supposed admittance values obtained from
(9). Solving these (N + 2) dimensional complex optimization problems has to be done with respect to the valid
parameter space. To describe strictly passive multiports with R, L, C and G greater equal zero we have to map this
restricted parameter space onto the parameter space of (1). In addition to the already mentioned restriction of real.
symmetric and positive semidefinite matrices A(') and stable poles oa located within the half plane Reo,} •0
the following set of relations must be fulfilled:

Re I{n)} > 0 , Iargfa(')} _< Sarg{-3jo}j- , Im {•')}. It{o,j} ? 0 (10)

Ensuring positive semidefinite matrices A(") can be achieved by forcing all eigenvalues of A1'1 
to be greater or at

least equal zero at every step of the fitting procedure. The solution will converge, if redundant degrees of freedom

in (I) are eliminated. Therefore all complex parameters A(') are fixed in their absolut value according to

354I =0)
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Figure 3: Laplace transform of Y11

The convergence of the fitting process is not dependent on starting values and trivial assumptions can be made.
Variable parameters a•) occur in linear terms and their contribution to the overall error is localized in frequency
by their frequency dependent, but constant coefficients y(n). This property results in a good convergence and the
global minimum of the used error function can be found quickly. As an error function a weighted 11-norm is used.
A Least-Square error minimization of admittance parameters would lead to a bad approximation of scattering
or transient behavior for the modeled distributed circuit. Sensitive admittance levels would end up with a large
relative error compared to insensitive levels.
When a valid parameter set of (1) has been found, the generation of an equivalent lumped element circuit is
straight forward. After all matrices A(n) have been decomposed according to (3), lumped element parameters are
calculated from (7), (5) and (6). To store the network topology and parameters of the generated equivalent circuit
model a spice netlist is generated automatically.

4 Example

To demonstrate the versatility of the proposed method a distributed four-port circuit has been modeled. The
geometry of the multichip module transmission-line crossing is shown in Fig. 4. It is placed on a ceramics MCM
substrate (c = 9.8). The dielectric filling separating the two conducting layers is polyimid (e = 3.3). A conductor
width of 58pm gives a line impedance of 50? for the microstrip lines at the ports of the circuit. Remaining
geometrical dimensions can be found in [9]. As a result of the symmetry of the discontinuity only two TLM
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Figure 5: Admittance parameters of the MCM crossing

simulations are needed to describe the circuit completely.
The frequency range of validity for the model to be gen-
erated was specified to be 0GHz - 150GHz. We took
three poles for the model generation and the resulting -

lumped element equivalent circuit is built out of a shunt
connection of three blocks shown in Fig. 2. A compar-
ison of admittance parameters is shown in Fig. 5. Since
the ntain application of lumped element equivalent cr
cuit models is located in the area of transient network-
simulation, we compared the original TLM simulation . -

with a transient spice-simulation of the generated cir-
cuit model. Results for an input signal exceeding the

bandwidth of the generated circuit model by a factor of
two are shown in in Fig. 6. Though there is an ex-
pected difference between lumped element model and
full-wave analysis, the stability and low-pass behavior of
the lumped element equivalent circuit can be seen. More Figure 4: Multichip module transmission-line cross-
comparable results have been achieved after a TLM sim- ing: computational domain used to calculate the im-
ulation with an input signal limited to the bandwidth of pulse response functions for one of the two different
the circuit model was made. Then a good agreement be- transmission directions
tween TLM- and Spice-simulation can be seen (Fig. 7).
Remaining deviations are mainly caused by the fact, that a minimization of admittance approximation errors
doesn't minimize the approximation error for scattering parameters. Increasing the number of poles up to six
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(TLM) and network simulation (Spice): bandwidth of (TLM) and network simulation (Spice): bandwidth of
input signal B z 280GHz +-+ bandwidth of the origi- input signal B & 140GHz ++ bandwidth of the equiv-
pal TLM simulation used for model generation alent circuit model

didn't increase the complexity of the model significantly. Originated in the symmetry of the structure, a mayor
part of the matrices A(n) reduces to rank one or two simplifying the equivalent circuit model considerably.

5 Conclusion

We have presented a method for generation of lumped element equivalent circuits for distributed microwave com-
ponents based on time domain scattering signals. It can be applied to linear reciprocal multiports and produces
topology as well as parameters of a model. A distributed four-port microwave circuit has been modeled and the ap-
plicability of the generated lumped element equivalent circuit in transient spice simulations has been demonstrated.
The question of which error function to be used cannot be answered in general. Depending on the application of a
model an appropriate choice is needed to get best results.
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TLM Analysis of an Optical Sensor

Ronald R. DeLyser, University of Denver, Denver, CO

1 Introduction

Numerical analysis of optical sensors at microwave frequencies is essential in order to compliment
measurements and to determine vulnerability of internal components. Micro-Stripes 3.0, pro-
duced by Kimberly Communications Consultants Ltd. and marketed by Sonnet Software, Inc.,
was used for the analysis of a Celestron-8 telescope and a satellite optical sensor. In the past, the
Finite Element Method [1] was used to analyze the Celestron-8, and the Finite Difference Time
Domain Method [2] was used to analyze the satellite optical sensor. This paper addresses only
the Micro-Stripes analysis of the optical sensor.

Micro-Stripes uses the Transmission-Line Matrix (TLIVI) technique [3] [4] in the time domain
for the analysis of full three-dimensional high-frequency structures and antennas. Post-processing
is done to obtain fields, S-parameters, far-field radiation patterns and other outputs. Full control
is provided over the model mesh where a dense mesh can be specified in regions where high
potential gradients exist, and less dense meshes where electromagnetic activity is relatively low.
The mesh can be graded to reflcct local material and geometry and neighboring cells may have
relative size ratios that may exceed ten or more. The geometric models are created from flexible

primitives such as cylinders, cones, spheres, bricks, arbitrary 2D shapes and prisms, and boolean
combinations of primitives and subsets of primitives.

Micro-Stripes is first used to obtain the time-domain impulse response for a given structure,
and then in post-processing, extracts high-resolution frequency-domnain resnlts. Resonances or
other frequencies of interest are then chosen for analysis by doing the radiation problem. A band
limited pulse is used for the excitation at a point located inside the sensor. The frequencies
of interest are specified and a virtual surface is defined for the calculation of equivalent surface
currents. These currents are written to a file for post processing. Patterns can then be generated
at the pre-determined frequencies. The outputs for a particular run are then any cut pattern that
is defined to the post processor, or a 3-D plot of the entire pattern at the specified frequencies.
Field quantities can also be recorded at points and slices in the problem space.

2 The Models

A number of models were analyzed, representing varying degrees of fidelity. The two models
discussed here are shown in Figures 1 and 21. The models used for scattering response had two
planes of symmetry and a ground plane flush with the plane just outside the cavity lens. The
excitation was a plane wave incident on boresight. This excitation is indicated in the figures
with a large rectangle. The light areas are metal; the dark areas are a Germanium lens (towards

'Details of the sensor geonetry aid the assumeptions made to create the simulation model are presented ii [2].
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I..

Fignre 1: M~odel of thr 'a 11501 wit hout toroids.

the front of the fig) Ie ) and (G titnuiinil lilt ei s.Te lini It ii(ile lt eOltors in tie sensor arc0 mounted
on a Mylar sihsi ateu jiust. bewlow Owi Ccii aninin fill-ci (t owal ds tle back of thle figure). The
orthogonal arrows indicat v sil iola t lol field poiont sci sorse

The table below' shows relevant dat a lot tie siita in.Nicro-Sttipes was run oil anl IBM
PC with a 133 M~ll Peiitliumi processor ;in(d 128 NI Ilyl is of RlANI. There is a refereince to 'graded
cells'' in the table. The c:~apability exist s to c~han~gile Owcell size iii diffcriint regionls. For this
model as for the full miodels, it 0.5 mimii cell ;ize, wan chosen foi tile regions with the Mylar
and Germaniumi mat ei ias and a 1.0 minit cell size for thle alt regions. This tecliitique resulted
in doubling tile frequiency responlse with aii applroximlat e t liree timnes increase iti RAM usage.
However, if ai regiilair miiesli of 0.5 Intto cells wete specified, Oic RAM usage wvoiilrl increase 8 fold
with no greater freqoietcy respoilsc thIan withl tie gi adeit tulesh .

Model RANI (M[Bytes) Tiiii (his) Stops/Highe-st frequency
1 Figure 1 12.7 3 75 10,003/8 GHz
2 IFigure 1 with graded cells 32.6 2:3 i20,000/16 GlIL
3 Figure 2, Scattering 83.4 62 20,000/16 GOIs
4 Figure 2, Radiat~ioii 59.1 4Ii 20,000/8 GIL

Another technique used t~o conmserv'e RAMl was to put at gioundr plane flush with the top of
the sensor. This adldit ion did tiot affect thle iesluoise iii thle cavities for thle scattieriig problemss.
However, it does elimiiiiat e tle nieid to lpluiuid 'padl cells" for th e radiation boundaries for all
buit the top area of the lurobluil spaiuu The TLNI tinci lioul icquiires approximately 1/3 of the
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Figure 2: Geometry of lhit full sensor model.

large.st dimension of a radiating aplrtiure or structre to he left, is free space in the model. This
can triple the amount. of RAM usage if t I full struct.ure is modeled surrounded by the radiation
boundary conditions.

3 The Scattering Problem

Results for the simple model of Figure 1 wit.h the graded mesh for two locations in the sensor
are shown in Figures 3 and 4. Comparison of these result.s with the FDTD results reported in [2]
show that the Micro-Stripes results have a "smoother" frcquency response but the low frequency
resonances are similar and the higher frequency response, on average, is the same. The full
nmodel scattering problem results are shown in Figures 5 and 6. The results compare favorably
to the FDTD results reported in [2]. Also notice that. the smooth nature of the results presented
for the simplified model without the toroids is now gouc. The spikes in the response with the
toroids indicates that, this is due to their inclusion in this model. The toroids are resonating at
the frequencies of these spikes and are extracting energy from the main cavity.

4 The Radiation Problem

Only the full model wals used for the radiation problem. The resonamces at 3.55 GHz, 4.85 GHz
and 6.56 GHz were investigated by doing the radiation problem with a point source located at
one of the detector locations ill the xz plane. Both x and y polarizations of thie source were used
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Figure 5: Large cavity region of the full sensor model.

so that comparisons with FDTD data [2] could be made. The resonances from that data were at
3.58 GHz, 4.82 GH0- atad 6.57 GHz. The differences between the TLM and FDTD simulations
arc use of symmetry and a ground plane in the plahte of the letos for TLM, and no symmetry or
ground plane for FDTD. A slice sensor was placed just below the lenls and point sensors at the
same locations as for the scattering problem.

Otnly the data at 4.85 GHz are presented here'. First, the 3-D radiation plots itl Figures 7
and 8 are presented. The RMS total (all polarizations) electric field is plotted with a linear scale
with the z axis pointing up amnd the x axis toward the front. Figures 9 and 10 show field plots just
below the lenls for the sensor at 4.85 GHz for both x and y polarizatiotns. The data pictured has
"bubbles" whose sizes are proportional to the field intensity. As presented in the Micro-Stripes
generated figures, the slice sensor data is taken from ail FFT of the time history of the points
over the specified surface.

5 Conclusions

Micro-Stripes is a versatile and self-contained program. It is a time domain code which makes
it computationally efficient for large open cavities; it has the capability of using graded meshes,
modeling regions with fine details with a fine grid and regions with large objects with a coarse
grid; it can be used with closed and open problems with and without symmetry; it can do both
radiation acd scattering problems; it, has geometry and nsesh creating capabilities; and it has

2Dctails of thc entire study are in preparation for piublication and can be obtained from the author.
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Figure 10: RN IS) leCtric field ju st below tie lens at. 4.85 OIls., y polarization.

extecnsive Post.-processiiig Capabilities, ijiclI ditig timue to frequency domain conversion, temporal
and spacial field visualization, scattering p);ll(iew calculations, and three. dimensional radiation
p~lots.
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Abstract

In this paper we present the application of the Transmission Line Matrix UIM) method to the model-
ing of soil moisture probes for environmental sensing. The moisture probe, including the feeding
coax and the coax-to-device transition, is modeled in TLM and measured using a Time Domain
Reflectometer. The obtained results are validated with measurements. The time domain full-wave
method is then adopted for the design of new optimized probe configurations, with enhanced propa-
gation characteristics.

Introduction
TDR techniques are widely used in areas such as remote sensing, device and cable testing and mea-
surements [1]. The time domain characteristics of the propagation of an electromagnetic wave
through a guiding structure are measured, and information regarding electrical and geometrical prop-
erties of the structure are extracted from the inspection of the reflected waveforms. In this paper we
focus on the characterization of soil moisture probes [2]-[3]. They consist of an open transmission
line immersed in an unknown medium (such as soil of unknown moisture content). An electromag-
netic pulse is injected and propagates along the line. The propagation characteristics of the wave in
this guiding structure are affected by the dielectric constant surrounding the line, and the parameters
of the unknown medium can be extracted therefrom.

For example, an increase in the soil moisture content around the probe leads to higher soil permittiv-
ity which results in a wave propagating slower in the transmission line. The typical pattern of the
reflected waveform represents a signature for that specific soil and can be related to soil properties.

The development of sophisticated electromagnetic modeling techniques allows the characterization of
the measurement setup as a whole, thus using the E/M time domain CAD tool as a virtual TDR instru-
ment. The coaxial feed lines, the transition to the transmission line, and details of probe construction
can all be included in the simulation.

There are many advantages to electromagnetic modeling:
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"* The possibility of quickly testing the instrument in a variety of media conditions without expensive
on-site measurements.

"* The possibility of quickly testing new ideas and device geometries avoiding costly prototypes.

"• The possibility of sampling the field inside and around the probe, without perturbing it, a feature not
available in a real measurement.

"* The possibility of exploring the effects of localized impurities (air or water pockets) on the probe per-
formance.

All of these advantages result in a significant cost reduction in the development of sensing devices. The
characteristics of a full wave analysis are particularly useful in the design of novel sensor configura-
tions with optimum sensitivity. This is achieved by maximizing the interaction of the wave with the
soil.

Modeling

The test structure under consideration is shown in figure la. It is composed of two metallic plates sup-
porting a TEM wave. The metalling plates are kept in place by a dielectric separator. The transmission
line is fed from a 50 Q coaxial line (the detail of the transition is shown in figure lb). A layer of alumi-
num foil connects the two brass plates at the far end of the probe, thus providing a short circuit.

a) 290

Brass Screw@ J12.7

Aluminum Foil7.

Air Phenolic Spacer 6.35 diJ12.7

b) 10
W _ 5

Screw

50 Ohms Coax

Fig. I Geometry of the soil moisture probe. All dimensions are in mm. a) probe, b) detail of the
coax-to-probe transition.
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The whole setup has been discretized with a uniform TLM mesh of size 16 by 18 by 135 cells. The cell
size is 3.175 mm with a corresponding time step of 5.29 ps. The node used is the Symmetrical Con-
densed Node (SCN) [4]. The computational domain is terminated with single reflection coefficient
boundary conditions. The same conditions are applied to the termination of the coaxial feeding line.
The brass electrodes, as well as the aluminum short circuit have been modeled as perfect electric con-
ductors.

Results

A step signal with a rise time of approximately 0.2 ns was injected in the feeding coaxial line. The
waveform is shown in figure 2.

S0.8

06

g 0.40 . ........... ............ i.......... ... ........ ............ ...........
0

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

"Time (ns)

Fig. 2 Excitation waveform.

In order to accurately validate the simulated results, measurements have been performed under well
defined conditions (probe immersed in air). Figure 3 shows the total voltage at the feeding coaxial line
normalized to the incident voltage.
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Fig. 3 Comparison of simulated results and measurements for the probe in air.

The TLM simulation requires only a few minutes on a high-end Pentium PC, thus making the simula-
tion competitive with actual measurements in terms of time. Memory requirements are less than 4

MBytes. The measurements have been performed on a Tektronix 1502C TDR.

The agreement shown in figure 3 is excellent. Both timing and amplitude of the signal at the coaxial

line have been accurately predicted. The simulated results appear to be slightly lower than the measured

ones after 5 ns; this is believed to be due to the losses in the metallic conductors, that have not been

included in the simulation. Nevertheless the simulated results are sufficiently accurate to predict mea-
surements within the margin of experimental error.

By assuming an average propagation speed of the wave in the structure equal to Vp=f c (where c is the

speed of light in vacuum and f--0.99 an empirical factor characteristic of the TDR), we can relate travel

time to distance along the path of the wave. The distance scale is reported below the time scale for con-

venience. On the vertical scale the total normalized voltage at the coaxial port is reported along with the

corresponding reflection coefficient and impedance. In this way the impedance of the transmission line

in different sections can be traced. For example, the first reflection (encountered at about 1.5 ns) is

related to the mismatch between the coax cable and the parallel plate transmission line in air. From the

mismatch the impedance of the parallel plate transmission line can be easily obtained.

In a second test the probe has been partially immersed in water. The results are shown in figure 4. The

step towards lower impedances at 3 ns (when the signal encounters the water) is clearly visible. These
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two extreme conditions indicate to the designer the type of signals that must be expected from the
actual probe.

1.6

1.4 .-........
1 . . . . . . .i .............. . ......... ... .. .... ..... ... . .... . ........ ... .... .

1.2

_s 1

' 0.4
S 0.6

0.2

0

-0 .2 ........................... ... .... .

10 2 0 40 50 80 Time (ns)

Fig. 4 Simulated results for the probe partially immnersed in water.

A Novel Class of Probes
A critical factor in the design of a probe is its sensitivity. Highly sensitive probes are achieved by opti-
mizing the wave interaction with the soil as much as possible. This can be accomplished in several
ways:

* by creating a longer electrical path for the electromagnetic wave in the soil.

* By shaping the electrodes so as to maximize the field penetration into the soil, without significant

radiation loss.
These guidelines have been implemented in a novel probe configuration significantiy more complex

than the one previously described. The new probe presents eight electrodes distributed around a dielec-
04ie rod. A schematic representation of such a probe is shown in figure 5.
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GND

Details of the transition coax to probe

Input Coax

z ef/ mAcbe
p ane

Fig. 5 Schematic representation of the novel probe configuration.

Connections between the electrodes at the extremities of the probe provide an electrical path which is

four times the geometrical length of the probe. With the two-port configuration both reflected and trans-
mitted signals can be monitored, thus yielding more information in a single measurement cycle.

The realization of prototypes can be both time-consuming and expensive. For this reason the TLM
method has been used to characterize the virtual probe. Input and output are still on 50 fQ coaxial
cables. The electrodes have been optimized to produce the highest sensitivity. This was achieved by

maximizing the percentage of the wave that travels in the soil. With this configuration as much as 50%
of the electromagnetic wave energy propagates in the soil. This optimization requires the knowledge of
the electromagnetic field in the soil; this information is readily available in a TLM simulation.

Different conditions can be rapidly considered and the response of the probe predicted (from dry to wet
soil with different losses). In addition the perturbation of the soil as a consequence of the probe pres-
ence can be taken into account. The time domain waveforms at the input and output coaxial lines for
one of the considered cases (uniform dry soil) are shown in figure 6.

Conclusion

We have presented the characterization of soil moisture probes for environmental sensing with the
TLM method. The model can account for the entire probe, including the coaxial feeds. In this way, the
actual operation of the probe as a time-domain reflectometer can be simulated in all detail. The results
compare well with measurements. The use of a full wave tool allows rapid testing and optimization of
new configurations, thus facilitating the design and shortening the development time.
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Fig. 6 Time domain waveforms at the input and output coaxial lines of the enhanced probe.
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TLM Analysis of the Celestron-8 Telescope

Ronald R. DeLyser, University of Denver, Denver, CO

1 Introduction

Numerical analysis of optical sensors at microwave frequencies is essential in order to compliment mea-
surements and to determine vulnerability of internal components. Micro-Stripes 3.0, produced by Kim-
berly Communications Consultants Ltd. and marketed by Sonnet Software, Inc., was used for the
analysis of a Celestron-8 telescope and a satellite optical sensor. In the past, the Finite Element Method
[1[ was used to analyze the Celestron-8, and the Finite Difference Time Domain Method [2] was used
to analyze the satellite optical sensor. This paper addressis only the Micro-Stripes analysis of the
Celestron-8 telescope.

Micro-Stripes uses the Transmission-Line Matrix (TLM) technique [3] 14] in the time domain for the
analysis of full three-dimensional high-frequency structures and antennas. Post-processing is done to
obtain fields, S-parameters, far-field radiation patterns and other outputs. Full control is provided over
the model meslh where a dense mesh can be specified in regions where high potential gradients exist, and
less deose meshes whlere electromagnetic activity is relatively low. The mesh can be graded to reflect
local material and geometry and neighboring cells may have relative size ratios that may exceed ten or
more. Tile geometric models are created from flexible primitives such as cylinders, cones, spheres, bricks,
arbitrary 2D shapes and prisms, and boolean combinations of primitives and subsets of primitives.

Micro-Stripcs is first used to obtain the tints-domain impulse response for a given structure, and then
in post-processing, extracts high-resolutien frequency-domain results. Resonances or other frequencies
of interest are then chosen for analysis by doing the radiation problem. A band limited pulse is used for
the excitation at a point located inside the sensor. The frequencies of interest are specified and a virtual
surface is defincd for the calculation of equivalent surface currents. Thse icurrents are written to a file
for post processing. Patterns can then be generated at the pre-dctcrmined frequencies The outputs
for a particular run are then any cut pattern that is defined to the post processor, or a 3-D plot of the
entire pattern at the specified frequencies. Field quantities can also be recorded at points and slices in
the problem space.

2 The Model

A drawing and tile simulation model of the Celestron-8 are shown in Figures 1 and 2. All of tite models
used for scattering response had two planes of symmetry. Tile excitation was a plane wave incident
on the aperture. This excitation is indicated in Figure 2 with the large rectangle. Two models were
created. One with the Plexiglass window in the aperture and glass behind the primary mirror (these
are shown as dark areas in Figure 2), and one without those features. The table below shows relevant,
data for the Celestron-8 simulations. This software was run on an 113M PC with a 133 MHz Pentium
processor and 128 MBytes of RAM. There is a reference to "graded cells" in tie table. The capability
exists in Micro-Stripes to change the cell size in different regions.

Another technique used to conserve RAM was to put a ground plane flush with the aperture of the
model. This should not affect tie response in the cavities for the scattering problems. It does eliminate
tire need to provide "pad cells" for the radiation boundaries for all but the top area of the problem
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SAperture •'

Figei 1: TlIv Celcstron-8 telescope.

space. The TLM uuethod requires aplirxiiiatcly 1/3 of the largest dinmension of a radiating aperture
or struchlime to be left as free space in lhe Owiidl. 'lThis can triple the aniount of RAM usage if the full
structure is modeled surrounded by the radialiio boundary conditions. Comparc, for example, models
1 and 2 of tih ab let. The run time fur tlte-e is Iis dilffrs by a factor of six. Comparisons of the results
for these, two models follows.

Model RAM (MB) Time (hrs) Steps/Frequency
1 Phlne wave excitation - no materials 120 58 10,000/15 GHz
2 m-s for I but with ground 41.6 10 10,000/15 GHz
3 m-s fir I hut with materials 90 24 10,000/8 GHz
4 Probe excitation (radiation, graded cells) 83.2 51 15,000/2 GHz

3 The Scattering Problem Results

Model I (withonu the materials) gave tli results shown in Figure 3 along with measured results from
[5]. For those measurements, a sensor was ilaced in the location of the eye-piece for the telescope and
transmissiom to that sensor from a radiating source was measured. For a radiation measurement, a
probe wars inse•rteil into tle large central cavity region of the telescope and S11 data taken. Thus Figure
3 refers to these locations as points welre simulation data was taken. Notice that tile low frequency
measured data, even though it is takeni at the location of the eyepiece, corresponds to simulation data at
the location of the probe. This can be expilained by the fact that isolation of the receiving sensor from
the large cavity region could not be assiied. Note also that the characteristic high pass filter response
of the sIiall cylinder leading to the eypilece is evident in the "Eye piece location" data.

Moeld 2, similar to Model 1, was generated and analyzed. The only difference is that Model 2 had a
grouni hie Iish wseithi tihe windose tio hit Cels(,.t ro-8. As shown in the table, this reduces computational
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Figure 2: Citawai y vsi,'% of tlti Cch'.ýI iii- isodel.

resources substantially. But. is tlt, modiel still valid? Figures 4 andl 5 showss the comparisons of the results

of the two models for local ionis ;it rlio cyejiiis aud a 010 h pritli.

Particular attentioni shooHi Ii! o gisintoIl the "Dilliniict• ii, a . It, is otnly large for regions of rthe
data that have large negative Nu i iIi'Sil W l 'ulWWO (1;11; la vMil' rapidly- With Changing frequency.
Otherwise, the data pilots fIm Ilie two iiit,ikll ktiasially ie )it topi of ealIli othI er. Th is was expect ed since
tlic ground plane slhould not signiiiiiil anlv allhs~t lie toslhlsw in~idol the cavity. This is then a useful
modeling technique fur the scuittoliu pIrobleiii Ithat will cotitserre comIputatiotnal resources.

'The absence of the malterial., for Nloiiels 1 and 2 exteticlls the frequency response to 15 GHz. The
response of Model 3 (weithi th limbaterials) swas liumitedl to 8 01 Iz atni v as not substantially different from
those models without the materials. This wasz~ to he expuectedl since the dielectric constants for the glass
and Plexiglass are relatively' loss (<c 4).

4 The Radiation Pr-oblemn Results

The geometry for the Celestroui-8 rasdiation miodel is as ieporteil above swith the exception that a large
region of absorber seas itself it fill Ih ti egies ottIslide lie tclvzciipe belosw the plane of the Plexiglass

windosw. For tlse 234 tinil cliailtwit yr Oitur ire of the C'ele~tt ot-S, lie far field is ait 730 mm so that
the problem size is subst ant ialy' greater thtan for the scat terhig iroblemnt This techinique of filling a
large region wnithi absorber hackedl by' octal

2 
reduces the lrollli'tt size significantly and only' removes the

'Subsequent te this study it s- ease kariuc pltlaceeieiut of abssi bi o boiiiilores tot radiation iprslkms needi nut tie
is the far' field, but mearty 1/3 of the taigest iliuietiuioit las it is to- the -cttcimg piublesi) of a radiaties 55mw In this
case, that was 1/3 the diu~ucti~e of' tbe apelc ltilt

'The mnetal cells ace "dead cells" b-ca.11 tilil tetILI ale- em. thee.
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Figure 3: Response for the simnplified model of the Celestron-8.
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Figure 4: Results for Models I acid 2 at the eyepiece location.

377



10-2---

-2 - ros

..- Probe with Orso-d
-Differ-en

Figure 5: Results for Models 1 and 2 at the probe location.

portion or tlsc radiation patterni below the plane oif the Plexiglass windowss. A si equsivalent surface is also
defined so that far field calculations canl li done based oil equivalent sources onl that surface,

The resonanccs at 1.00 GlIz, 1.43 GlIz, 1.03 GILa and 1.77 OIL %vot investigated by doing thle
radiation problem with a dipole sourcc located at tlsc probc location in tlsc xz plane, the plane of
symmectry. As a comparison, previous data generated usinig FDTD and reported in [6] shoaw the resonance
frequencies are at 1.02 GlIN, 1.45 CHz, 1.61 GlIN ansi 1.76 G~li.. A slice sensor seas placed at the aperture
of the model in order to viewe the electric fields there. Tue 3-D radiation plot for 1.63 GHz

3 
are showvn

in Figusre 0. The RMS total (all polarizations) electric fields are plotted with a linear scale with the z
axis (boresight) up and the x axis toward the front. Un fort un ately, no measured data exists to compare
weith the numerical results. This is fertile ground for test insg in the future.

The field plot for the plane of the aperture is shown its Figure 7. The data pictured lasa 'bubbles"
whose sizes are proportional to the field intensity. As presented its the M~icro-Stripes generated figures,
the slice sensor data is taksen from an FFT of the time history of the points over the specified surface.

5 Conclusions

Micro-Stripes is a versatile amid self-contained program. It is at time domain code which makes it
computationsally efficient for large open cavities; it has tise capability of using graded meshecs, modeling
regions with fine details with a fine grid and regions weiths large. obsjects with a coarse grid; it can
be used with closed and open problems with assd withosut symmetry; it can do both radiation and
scatterinsg problems; it has geonmetry and seicsh creating capodrilities: asmd it has extensive post-processing

'Detislis of tire entiresissy are its preisarat fossho pubisifaion arnd ecrl be obtasined trsor thse iuthos
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Figure 6: Radiation for the probe excited Gelestrono-8 telescope - 1.63 GHz.
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Figure 7: RMS value of the total electric field ill the plane of the aperture- 1.63 GHz.
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capabilities, including time to frequency domain conversion, temporal and spatial field visualization,

scattering parameter calculations, and three dimensional radiation plots.
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STUDENT PAPER CONTEST
NEAR- TO FAR FIELD TRANSFORMATION

VIA PARABOLIC EQUATION

AN.Kurokhtin, Yu.V.Kopylov, and A.V.Popov,
IZMIRAN, Russia

A.V.Vinogradov, Lebedev Physical Institute, Russia

Introduction

It is well known that the scattered wave produced by a dielectric object of diameter D
propagates, in the short-wave limit, within a cone of angular width 0- A/D. At large distances
R >> 4D

2 
/ 2 (Fraunhofer zone) it forms a modulated spherical wave

E., _ F(' •o) 7(1)
R

The diffraction pattern, F(J,po), depending on the wave number k = 27r/A, the object
shape and dielectric properties, is the subject of interest for many applications, from radars to
diffi-action-limited optics. This work is focused on field calculations .for X-ray and EUV optics. In
this spectral range, due to condition Is - II << 1, an efficient numerical method can be applied
which is based on the Leontovich-Fock parabolic wave equation [1,2]. It adequately describes
spatial field distribution inside X-ray optical elements, such as zone plates, as well as in free space
up to the focal spot or image position. However, it is not sufficient for some important applications
where the knowledge of the far field pattern F(9,(o ) in Eq.(1) is really needed. Our first example is
dark field X-ray microscopy [3] where scattering by small gold label particles is used to enhance
spatial resolution. Another example is point diffraction interferometry [4]. In this case, diffiraction by
a pinhole is used to produce a reference spherical wave for at-wavelength testing the performance of
EUV optical elements and systems. In both applications, the wave field is studied at very large
distances where even the validity of the parabolic equation is not evident, not speaking of the
computational difficulties that grow up considerably. *

Here, we suggest a new numerical approach which allows one to minimize computational
resources by transferring the near field (Fresnel diffraction) data to the Fraunhofer zone. The
method is based on the Malyuzhinets transversal diffusion principle [5] combining the original
Leontovich-Fock parabolic equation [6] with the formalism ofray coordinates. We demonstrate that
Malyuzhinets' parabolic equation written in spherical coordinates perfectly suits the problem of
calculating the radiation patterns of typical X-ray and EULV scatterers.

1. Parabolic wave equation.

Parabolic wave equation (PWE) governs the slowly varying amplitude u(x,y,:) of a paraxial
wave packet

E(x,y,:) =u(ry,z)eekz (2)
After substituting (2) into the scalar wave equation, one obtains an exact relationship
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2 u s•n s2an s9zn

- +2zk---+----"+----+k
2

(g -l)" 0 (3)

Leontovich's approximation - see [5, 6], consists in neglecting the first term y and leads to the

well known PWE

2ik e +- +--y- +k'(c - 1)u = 0 (4)

Its validity conditions are roughly expressed by two criteria [1]
4).

C ! << 1, Z << WT (5)

where e (x,y,z) is dielectric permittivity and 0 is the angular spectral width of the wave packet. In

our case of a single localized scatterer, 0 coincides with the polar angle 9 = arctan r /Z of the

radius vector rpointing from the scatterer to the observation point (rcosorsinrp,z). So the

second condition in (5) determines a spatial domain
r -r< (4A2)'ýz3/ (6)

where the parabolic approximation holds.
In order to calculate the diffiaction pattern F(9, ( ) one has to propagate the scattered field

into the Fraunhofer zone : >> 4D
2 

/ A =- z. inside the cone 0 < 9 < 0 - /ID where the main

lobes are enclosed. Substituting r = 0z in to the inequality (6) gives an estimate of the maximum

distance zPtz 4D(D/A)' where the PWE can be used for the field calculation inside the whole

diffraction cone. As can be easily seen

so, for large scatterers (D >> 2 ) we have :-, >> :r , which means that basically the diffraction

pattern can be extracted from the solution of the PWE (4). Still, at least three weak points of the
straightforward PWE application for this purpose are to be emphasized:

(i) Actually, numerical integration of the PWE (4) is performed in a cylinder of radius

A >> Oz, - 4D whereas the scattered field is formed in a considerably smaller volume starting

at the scatterer and being smoothly transformed into the diffiaction cone 9 < ),/ D.
"Therefore, a major part of the computational work is performed in a nonphysical domain.

(ii) The scattered wave goes down with distance whereas the background associated with the
incident wave and the numerical errors remain constant which greatly reduces the accuracy.

(iii) Even if the above difficulties are overcome, the resulting solution is not satisfactory from the

theoretical point of view as the asymptotic behavior of the PWE (4) does not have the form
(IM.

2. Angular diffusion approach.

The shortcomings of the standard PWE approach can be got over by using the generalization
of the parabolic equation suggested by Malyuzhinets in his classical paper [5]. According to
Malyuzhinets, short-wave diffi-action can be understood as transversal diffusion of the complex
wave amplitude along the curved wave flonts defined in geometric optics 1i our case, the wave

fi'onts of the scattered field in the Fraunhlofer zone are spheres Therefore, the adequate theory of
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wave propagation from near zone to the Fraunhofer zone has to describe wave diffusion along
spherical, not plane wave fronts. Mathematically, that means that the wave field has the form

'kRE=e"- + u(R,9,(p)• e R

where e'•k represents the plane incident wave, and the scattered component is sought as a spherical

wave modulated by a slowly varying function U(R,0,p ). In free space it satisfies the following

exact equation

52U OU1 1 l2U
R 2ik , I sin • 9--- + - 0. (9)

R• +R R' sin 9 99( \ 80 ; Sin 7 £0

Neglecting the first term yields

oU 1 £ ( tU') 1 O2U
2ik + - sin - -- =0+. (10)

O5R R sin ,9 09 ( 19 S 9 , =0 (10)

This new PWE is a particular case of general Malyuzhinets transversal diffusion equation [5]. We
will call it the angular diffusion equation (ADE).

The main advantage of Eq.(10), as compared with the standard PWE (4), is that its solution

tends at R-+-.o to some limiting function: U(R,9,po)--U(m, 9,(,), which gives the right

asymptotic form (1) with F(9,p)=U(cc,S,9p). On the other hand, it is evident that this

approximation can't be helped failing at small radii R . To estimate its applicability limit we
construct a complete set of ADE solutions corresponding to spherical harmonics:r 1(+1)

U7'(R,3,9,,)C, expz i ý
that are to be compared with the exact wave harmonics - solutions of Eq.(9):

U7'(R,39,p) = -T--HI" I(RY-99 (12)

In the problem of short-wave diffraction A << D, we are actually interested in comparing the short-

wavelength asymptotics (kR>> 1, 1-1/0= D/2 >> 1) of the solutions (11) and (12). In this

region, the Debye approximation can be used:

H2`I(p) - jf2(P 7 e p
2 

-v varccos Yp r4  (13)

that holds for p = kR >> 1, v= I+- >> 1 but v /p - 1. For v << p (which means D<<R ), no
2

matter small or large v is, the Debye formula can be simplified by expanding the exponent in
powers of v/p :

H,ý2(p)- Tj ePi +- + r(l'+! (14)
ý!-rP LP 2p 24p' 2  2

Substitution into Eq.(12) yields
V2 V4'

U;" C, exp y ]_ 8 (15)
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In terms of p = kR, v = l1+ 72, ADE harmonics (11) take the form

" = C, exp~i '2 Yl4J-(sP) (16)

We see that Eqs.(15) and (16) are equivalent if v
4 

/24po << 1, which gives the lower validity limit
of the angular diffusion equation:

2,r ,a>> (D) (17)

This estimate shows that the ADF holds in a vast spatial domain containing both the Fraunhofer

and Fresnel 2D-\FP<R<- < diffraction zones, Only a small vicinity of the

scatterer must be treated with another method. Hence, a hybrid approach arises: to use standard
PWE (4) for field calculations in a narrow cylinder containing the scattering object:

00<:<R - DY, O<r<A-D (18)

and change to ADE (10) in a cone 0 < r < - z for greater distances Ž -P. On this way we get rid

of the limitations inherent in both methods while retaining and combining their advantages One can
expect this will be an efficient computational method to propagate the wave field from the scatterer
to the far zone.

3. Numerical implementation of hybrid PNVE-ADE approach.

For the practical implementation of the hybrid PWE-ADE approach proposed in Section 2,
some further transformations of Eq.(10) are helpful. First, as far as we are interested in relatively

narrow axially symmetric diffraction patterns 0-2 /D << 1, the coefficients of Eq.(10) can be

simplified by substitution sin 9 --) 9 and eliminating the azimuthal derivative ý- . Second,

change of variables
1 1

(19)R0 R
removes the range-depeudent coefficients:

2ik -+ Id -1=0 (20)

and maps the computation domain Rk < R < cc onto finite interval 0 < I <h-. Moreover, Eq.(20)
R,"

has the form of the standard PWE (4) written in cylindrical coordinates - see [I]. So, finally, it is
natural to introduce scaled variables

r = Rý,9, z=:: +R t; U(9,t )=r(r,:) (21)
having the dimension of length. This substitution does not alter the differential equation (20):
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Lot 15 ( 5r
2ik 0 +- I e r ) = 0 (22)

,9: r ir ý Or)(2

Now Eq.(22), which can be called modified angular diffusion equation (MADE), totally coincides
with the free-space, axially symmetric form of Eq.(4).

We integrate Eq.(22) in a cylinder 0 < r < R.9 where & 2 / D is the angular width of the

diffiraction pattern. The initial values t(zor) are supplied by the solution of PWE (4), solved in a

cylinder 0< r <A , 0 < z < R0 enclosing the scattering object. The integration domains of Eqs.(4)

and (22) can be matched by taking
A = RO, z 0 =R 5 •

To match the wave fields, we have to equate the paraxial Ansatz (2) with the spherical scattering
model (8):

MR
u(r ,4e'*: = ea

5
: + U (R, ,9) e-• (23)

Hence, the following initial condition arises

•(r,&R) = Ro]u(rR - '-•-1]exp(ik - (24)

describing transition fiom plane wave fronts of the PWE method to spherical fronts of the scattered
field. Note the phase correcting exponent and shift in arguments of the PWE and ADE solutions.

For large radii R., we can neglect small difference in the arguments of u and IT. With this

approximation, the initial condition (24) takes the simplest form
fr~rR0 ) Rur,)-]e(-k2 )(25)

2P

which has a clear physical interpretation: transition from PWE (4) to the modified ADE (22) is
equivalent to inserting a thin microlens (quadratic phase corrector) focused at the scattering object
(its position z0 = R0 coincides with the focal length f = R0). Fig. 1 outlines the idea of the hybrid

PWE - MADE approach:

r r

R- --- ----
'"'"i zS........., ........ • A D E

0 " ZF • ZR0 ZF

PPWE /

PWE

a) b)
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r
Fig.1. Scheme of direct PWE (a), hybrid PWE-

Roe --------------.. ADE (b) and PWE-MADE ( c

MADE calculation.

PW Re 2RS........... i..............
c)

(a) Ordinary PWE (4) requires a large cylindrical computational domain in order to cover the
scattering cone 0 < 9 < 0 up to the Fraunhofer zone : > :F. (b) The use of ADE reduces it to a

horn-like region with rather narrow neck 0 < : < R, 0 < r < R0 O. (c) ADE to MADE transform

maps it onto a finite-length cylinder 0 < z < 2R, 0 < r < RcO with a focusing lens at z = RD

compensating the wavefront mismatch.
The identity ofthe modified ADE (22) with the original PWE (4) simplifies construction and

analysis of the numerical algorithmn First, we can use the same mesh steps both in the near field
0 < z < R0 and "compressed" far zone R. < : < 2R, (the estimates for A: and A r have been
given in [1] ). Note that constant steps A: for MADE, in virtue of(19) and (21) , correspond to
increasing with distance radial steps

R2
Ar ý- Az, (26)

which allows one to reach the infinity in a finite number of steps (opposite to the famous Achilles
and tortoise sophism). Second, there is no problem of boundary conditions - the best choice is to
consider the surrounding cylindrical border r = A = R0 O as a nonreflecting waUl and apply the

nonlocal transparency condition suggested in [1]

,z, , 2k I ... d
F (A,:) - 7 7  -(AA, 4) ----. (27)

For the case of scattering by an aperture in a dielectric screen extending beyond the computational
domain, Eq.(27) must be replaced by its modified form

e9u 2k __ [ku( k 1: d,,
tr(A,-) = - Ji i l,A4)cxp jci fB- l)d]Jf - (28)

taking into account refi-action of the outgoing waves.
To illustrate the performance of the computational algorithms considered in Section 1 and 3

we present examples of simulated wave fields and diffraction patterns produced by dielectric objects
illuminated by syncharotron radiation beams.
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ABSTRACT problem formulation (only the terrain surface need be
discretised, and the presence of the free space Green's

Three efflcient integral equation (IE) schemes are presented in the function ensures rigorous compliance with the radiation
context of EM scattering from terrain. These schemes offer dra- condition at infinity), incorporation of dielectric rough
matic computational savings over stanidard IE oolation methods. terrain and a straightforward extension to 3D (as yet un-
The underlying solution strategy underpinning each of the quick achieved due to lack of computational resources). The
methods Is explored and made explicit. Results are presented yield- work of the Trinity College Dublin propagation group
ing excellent agreement with published measured data over the last few years has concentrated on efficient IE
I. INTRODUCTION solution schemes, in an attempt to render feasible the

implementation of IE propagation models on a modest
The modelling of UHF radio wave propagation over un- computational resource such as a HP workstation. In
dulating terrain has evolved dramatically over the last 40 this paper we outline three schemes used by ourselves in
years, all the while satisfying the conflicting requirements this regard; the Fast Far Field / Green's Function Pertur-
of accuracy and computational efficiency as effectively as bation method (FAFFA/GFPM)[6] [7] [8], the Natural
possible given the computational resources of the period. Bash Set (NBS)t9][10][li], and the Tabulated Interac-
Given the almost unenumerable parameter space govern- tion Method (TMI)[12]. The three, seemingly disparate,
ing UHF propagation over terrain, as well as the massive methods have a common solution strategy which we dis-
scale of the problem, simplifying approximations must be cuss in section TV before closing with some results in
made in order to render the computation tractable. The section V.
advances of the last 4 decades have seen a successive re-
laxation of these approximations as the computational II. IE PROPAGATION MODEt.
tools become more sophisticated. Thus we see the sim-
ple single knife edge physical optics diffraction models of As stated in the introduction simplifying approximations
the 1950's [1], possibly with empirical corrections (such must be made in order to implement deterministic prop-
as that of Okamura Hata) give way to multiple knife edge agation model. The severity of these approximations de-
diffraction models and models that incorporate the Ge- termine the potential accuracy of the numerical solution.
ometric Theory of Diffraction (GTD) [2]. GTD requires Our integral equation model assumes a two dimensional
that dominant ridge features be modelled as canonical problem, the terrain is invariant in one direction and a
shapes (wedgescylinders) and applies the appropriate line source irradiates the surface. Terrain heights are
high frequency asymptotic solutions. Thus a more aceu- taken at regular range intervals, the intervening terrain
rate propagation model is achieved including reflections modelled by a straight line segment. A further simpli-
and a more rigorous diffraction mechanism. Extensions fication of the formulation is had by assuming the sur-
to 3D are possible as are the incorporation of rough- face to be perfectly reflecting, an approximation which
ness effects. The adoption of the parabolic equation proves extremely reasonable given the grazing incidences
(PE) model [3], originally developed by the underwa- involved in most propagation problems. These assump-
ter acoustics community [4], allows for great freedom in tions, desirable for the numerical efficiency they facili-
modelling terrain profile, propagation medium anomalies tate, are by no means necessary and can be relaxed as
(ducts etc.), and variation of terrain electric constants required by utilising accordingly more sophisticated in-
(via an impedance boundary condition). The factoring tegral equations than that presented below.
out of a fast phase term allows the solution to be marched Assuming a TM' polarised line source with time varia-
forward in large range steps, the necessary assumption tion edt assumed and suppressed we write the 2D Elec-
of forward propagation not being overly restrictive in the tric Field Integral Equation (EFIE) for a perfectly con-
case of grazing incidence. ducting surface

The high accuracy of the integral equation (EE) method
was demonstrated by Hviid et a4[5], as indeed was its
main disadvantage, namely tremendous computational J(,')H0  p'js dp P (p)

burdens. Of course the accuracy and slowness are con-
flicting features of the same computational aspect, that is where E' is the incident electric field .7 the unknown sur-
the fact that all multiple scattering effects (both forward fare current, 3 the radiation wavenumber, 7 the impedance
and backward) can be calculated with this method, yield- of the propagation medium (we employ the free space
ing full wave solutions. Other features include a compact value of 377 ohms) and p~p' are as indicated in Figure 1.
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S-u To speed up the iterative process we must speed up the
matrix-vector multiplies described above. To achieve this

p - p, aim we group together points, each group having a des-
7 ý/ ignated group centre. Now for a point pm in a group j

P with centre pm, we write
cY N

ConwuC EZ-mnJn E 4FmZJZMnJn+ Z_ JZmJn
-n iEFFj 'Eii iNF 5 oGi

Fige .1.Gmetry for EFIE (8)

where F,)_ are constants to be derived later. The first i
The integration contour is along the terrain surface C. summation is over groups deemed to be in j's far-field, in
To convert the EFIE to a matrix equation we expand J practice groups which are not near neighbours of j. NFj
in terms of a set of basis functions stands for j's near field and the second i summation is

N thus over near-neighbour groups (and j itself).

J(p) = Z a~g,(p) (2) Noting that the far-field summations Enen,iýep ZMnJ,
n=n can be reused for each point pm in group j and thiat simi-

Applying point matching (collocation) at the N points lar approximations exist for each group indicates the key
AP..plyi ong point tchi c ontreofeachbatin gro) ) at eapoit computational advantage of this scheme. To derive the

P .PM (one on the ceatre of each basis group) leads to constants FP, we introduce the far field approximation
the matrix equation to the Hankel function

ZJ = V (3) H2)(x) -/ ir-e-x.*- ,tc-'oo (9)

Applying the conceptually simple pulse basis functions 7rX

with equisized domains of size As results in the following X
system. Terrain contour

Z.. = fift (i P, - p.[) As (4) Rm

Zmme_ As#7j(1tP ~ln(KAs)) (5) ~
J. 4 I (6) Goupisg i

Vm = E(p.) (7)

where K is a constant equal to 1 . The necessity to Fie. 2. Groupings in FAFFA scheme
model accurately the quickly varying phase of J requires
that we use a pulse basis function every A at least result- Referring to Fig. 2, we apply the cosine rule to the quan-
ing in a Z matrix of huge size (typically of order 105). tities R, R', a and s to write (assuming R' is sufficiently
This matrix cannot be stored let alone inverted. A so- large to enable us to use the above far field approxima-
lution of (3) can still be hadhowever, by employing an tion)
iterative scheme such as 'forward/backward' [131, [14] or Zmn = ZMnAnMme-jC'-" (10)
a Conjugate Gradient Solver which do not require the where
explicit storage of the impedance matrix Z but rather
calculate elements as required. While tractable, the huge ( s2 - 2Rs cosa \ -a

computational times associated relegates these IE solu- AMm - (
1 

+ s2 ]R
tions to the status of reference solutions for the other, 2 2~ on~- (2
quicker, deterministic models discussed above. Below M R + c 1- -1 (12)
we outline work performed by ourselves which expedites OR IV + s R

dramatically these EE methods, rendering them, we feel, We cannot make the identification
feasible deterministic tools in their own right.

I11. THREE EFFICIENT SOLUTION SCHEMES
as both A and 0 depend on n through their dependence

. FAFFA / GFPM on R and a and we demand that F.m be independent
Iterative solutions offer us the potential to solve equation of n.
(3) even using simple pulse basis functions though at a However if we define
considerable O(N

2
) computational burden. This is due

to the need to perform the sum AM. = ANMm (13)

N 
4
0Mm = oPNMm (14)

Z_ in where PN is the centre of group i we can use equation
(8) with

independently for each collocation point p.. Fkm = A)M~e-&'" (15)
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These 'shifting functions' differ slightly from those pre- The GFPM is an exact method of solution for a flat
sested by Lu and Chew [6], in being more accurate, plate, where the Euclidean distance and arclength be-
though at slightly higher computational cost. Both vari- tween two discretisation points coincide, and so we cx-
ants coincide as the group separation distance becomes pect it to give good results when the scatterer deviates
appreciably large. Indeed, the TIM discussed later uses only slowly from such a flat segment as is the case for the
Lu and Chew's shifting functions in conjunction with large groups in question here (due to the locally smooth
several more approximations peculiar to problems of this nature discussed earlier). This does not preclude the ad-
type to produce an exceptionally fast scheme. dition of small scale random roughness to the profile a
As the computational saving depends on the amount of topic discussed in 18], which also discusses how further
'recycling' achieved by equation (8) one would imagine efficiencies can be had by a more careful aggregation of
that making groups as large as possible would offer the field contributions from scattering groups which possess
maximal efficiency. However the necessity to perform a similar angular relationship w-ith the receiving group.
exactly the near-field summations illustrates the naivety * The Natural Basis Set
of this approach as the larger the groups the larger the The Natural Basis Set (the basis set arising in the High
near-field summation. Of primary concern is the effi- Frequency Panel Method of [11]) is a set of complex -al-
cient calculation of a groups self-interaction. To do so ued basis functions over large domains whose vaue at a
we note that physically we expect terrain to be locally point is the normalised incident field at that point. In
quite smooth. Height variations, while very important particular, for a point p, in the j"h domain the jr" basis
globally, tend to occur slowly with range. This observa- function gj takes the value
tion suggests the Green's Function Perturbation Method E' (p-)
(GFPM) to be a suitable candidate for calculating an ob- 9,(P-) = E ()(2•)
servation domain's self interaction. Noting that we can

denote a points position on the contour C either with ref- and is zero for points outside the domain. Explicitly for
erence to a fixed origin, resulting in the vector p or as a a line source and a domain sufficiently far away to use
function of arclength along the contour itself resulting in the fax field approximation to the Hankel function
the parameter c (See Fig. (1) prompts us to approximate
the EFIE of equation 1 by g,(P,) = exp (-j/3 1a - p-1 - •) (22)

Ei(c) = fl HI2) (0 (c - c')) J(c')dc' (16) where Pa - pli is the distance from the line source to the
4 Jopoint p-, (Sec Fig. 1).

The success of the method lies in the fact that the basis
where replacing the Euclidean distance lp - ps' that ap- functions accurately model the fast varying phase of the
pears in equation (1) by the arcienfith (c - c') yields an current leaving only a slowly varying residual to be calcu-
integral that we note is convolutional in form. This sug- lated via a moment method. Thus% far less basis functions
gests a fast solution to equation (16) by utilising the Fast are required with a subsequent reduction in the size of
Fourier Transform, namely the Z matrix. Evidence to suggest why is this particular

basis fsunction should describe the current so accurately
J = 7-1 ('Ei (17) for massive smooth scatterers is produced in [9] where

several different techniques are examined (Born Series

where Y and Y` represent the Fourier transform and [151 the Nussenzveig-Fock correction [16], the Parabolic

its inverse respectively. Equation method (to which it bears a conceptual simi-

Applying this to the problem of efficiently calculating the larity in the sense that in both cases fast moving approx-

self-interaction of a large group (j, say) involves writing imate solutions are factored out) and the GFPM) each

a reduced EFIE as suggesting this structure for J. Also explored in [9] are
methods to reduce the matrix fill time associated with

'(p) =71 ] (31ip - p'I) J(p')dp' this basis.
4Je'¢i A legitimate question is the relationship of the Natural

Basis to the, also complex valued, directional basis func-
-- L-? f H.o

2
) (0 (c-c')) J(c')dc' (18) tions of Canning [17] which lead to very sparse matrices.

Canning postulates a complete basis set on each domain,
for p E J or each basis radiating in a specific direction, hence cover-

= f . ing every angle a EO (0,2r] and potentially covering any
( "o) (c - c')) J(c')dc' (19) interaction between domains Most of the subsequent
4 "matrix entries are very small and can be neglected leav-

where ing us with a sparse matrix whose entries correspond

. to interactions between basis functions that radiate to-
t'(p) = Ei(p) - H,"' (3 Ip - p']) J(p')dp' (20) wards each other. In a sense Cannings functions pick out

4 ,qjthe actual physical interactions that occur on the scat-

Equation (19) is now in a form amenable to a solution terer. The Natural Basis Set would seem, in comparison,
via a FAFFA/GFPM hybrid. k' can be efficiently calcu- somewhat incomplete as it has only one basis function
lated using the Fast Far Field approximation and equa- per domain and so cannot achieve the same angular cov-
tion (19) can then be efficiently solved using the GFPMI. erage. However for domains far away from the source the
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Natural Basis Set can be shown to radiate in almost ex- method. Fields scattered from one group to the centre
elusively a forward direction (tangential to the surface) of another can easily be interpolated from the tabulated
which is sufficient to describe the interactions between data.
domains on a massive smooth scatterer (due to the slow
height variations with range of typical terrain profiles ). sFale Waves (incd•d e a•t r) and acunwel
Nearer the source the basis is also well equipped as in Impinge on group 1 nr I. /
this area we expct the Kirchhoff current to he a gooda,

approximation, a current whose phase variation is within SIPgroup)
a constant of that of the Natural Basis.
With these observations in mind it is perhaps unsurpris- Group I P. s1 0 IA

ing that the Natural Basis achieves its greatest efficien- P e Group

cies for quite flat terrain, its performance degrading as Fig. S. Geometry for TIM approsimation

the terrain profile becomes more hilly (See Section V for IV. COMPARISON OF THE 3 SCHEMEs
numerical examples). It should be however stressed that
even for these tougher problems it still offers large corn- The three schemes outlined in the last section have an
putatinnal'savings over traditional basis functions. underlying similarity and it would be perhaps enlight-
a Tabulated Interaction Method ening to pursue this idea briefly in this section. The
The final method we present is that of the Tabulated massive O(N

2
) computational burden encountered by a

Interaction Method which conceptually breaks the scat- conventional moment method solution using pulse basis
terer into large groups and postulates that all these groups functions, is as stated previously, due to the independent
interact in the form of plane waves. This postulation calculation of N
was derived from observing the behaviour of the FAFFA z Z,,J,
shifting functions A and q when R - no

for each discretisation (collocation) point. The three
ANMm - 1 (23) schemes all succeed via a grouping together of discretisa-
4
•'NM, - exp (--js coS a) (24) tion points (into the groupings of the FAFFA and TIM,

and the large basis domains of the NBS). What is in-
This behaviour still holds even for R smaller because of herently similar about all three methods is the approxi-
the local smoothness of typical terrain profile assures us mation of fields scattered to points in a group (domain)
that a = w for near neighbours and so in terms of fields scattered to the group centre. Where

they differ is the manner in which this approximation is
ONMm - exp (Ufs) made. This concept is explicitly visible in equation (8)

and, discounting the amplitude shift ANMm which is of where the fields scattered to point p. from group i is

secondary importance, our plane wave postulation holds written as

even in the nearfield. This coupled with the observation y Z-J.,, = f•l • ZM.j.
that over these localised groups the incident field can -ei Ii
also be approximated locally as a plane wave leads us to
conclude that any current that lies on a group is excited that is Fkm times the field scattered to the centre point

by plane waves. PM. The same interpretation can be put on the TIM

What makes this tremendously interesting is the fact scheme. What is perhaps not so obvious is the interpre-

that, with our terrain model, we can make our groups tation of the NBS in this light. Tb do so we will write

identical in structure, namely PEC segments of fixed a forward solution using the NBS and its large basis do-

length. By examining the behaviour of such a group mains in terms of a solution using much smaller pulse

under a variety of plane wave incidences, using an IE basis functions. Indeed, the large domains of the NBS

to tabulate the current induced and its far field scat- could be thought of as a grouping of many smaller pulse

ter pattern, we have precise knowledge of the scattering basis functions of size As, similar to the groupings inher-

properties of every group in the problem for the range ent in the FAFFA and TIM schemes. Consider a point

of incident fields it is likely to encounter. p- in a natural basis domain j with collocation point

The far field scatter pattern is defined as (see Fig.3) (group centre) pm. The current at p. is equal to the
value of the jth basis function at p. multiplied by the

51• exp (Oils2 coa0) (25) amplitude coefficient a0. That is
nei Je = ajgj (pm) (28)

We use this far-field scatter to write g1(P-)= JM(29)

E ZetnA = FST'M) E A1, exp jf3s38 COt 0) (26) 91 (PM)
nEi Ei Now let Z$,YBS denote an impedance matrix entry using

where the Natural Basis Set.

"Fi4(TM) = ZMN exp (isI -o ) (27) We can write

In this fashion we obviate the need to perform the sum- =vY B., S( Il

mations of equation (8) inherent in the FAFFA/GFPM Ei 4
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Z gM (P,) ZM. (31) these formulae are only intended to show the similarity
nci between the schemes. They are not intended as a definj-

where ZM, is a matrix entry obtained using normal pulse tive implementation of the techniques.
basis functions. FAFFA:
Employing a forward scattering Natural Basis solution J, Z - F)M., • Z . -= YJ 2, J.h
(i.e. approximating ZNox as a lower triangular matrix) F,7

we obtain for the j" coefficient, aj ,FF, ýi sF, (41)

NBS NBS This is the basic FAFFA scheme, without the GFPMZ aj= VM - LZI (32) improvement of section 111.
i<j NBS:Ealgi (A) Z~l Vh-E g, (p,,) ,Zm433)

EJ:ZM: VM.ZZSJ -F
5 5 

Jne (34)M MI
tle i<j nOi (42)

Thus TIM:

JMZMM M+ F_ ZmJj=VM Zm- J . (35) .JZ,,i.w , FLTdtd)EJ~exrs( coso)
lej,d•Ad <ji s' i<) 'ci

J.h s)ý . •Va-EEZmJ- , zs,:, - • Z,,EJo (43)
gj (--) i<j nEi lEj,dMCxd

Notgthat Zm equals Zw (as the r(36) where V1, is the approximate incident field at p- (as-
equisized) sunming that the incident field is locally planar over each

group).

JýZ_ =- L (V, 4 - yZm.J - Z Z,%i)" V. RESULTS AND DISCUsSION
gY(PM \ i<s ýic dE)JdOt To illustrate the concepts introduced in this paper we

(37) now present a comparison of the methods presented ver-
-( sus published measured data f5]. The terrain profile (Fig.

J .Zww , V -AT EEZM j,J - ZE MJI, 4) is taken from Northern Denmark and was sampled\ i<j nEi once every i 50m. The transmitting antenna was situ-
(38) ated 10.4 metres over the lcftmost point and fields were

where calculated 2.4 metres above the terrain. The chosen fre-
(.) quency was 970MHz, which used 5 pulse basis functions

FIA~fNBS) = g' (39) per wavelength, leads to roughly 178,000 unknowns. All
(p() (40) the models assumed forward scattering. Fig. 5 shows

- exp H-jO(IQ- P.)) (40) the measured data versusexp (-H/P (Ia - Pod)) * A slow O(N'2) reference solution

What we should note from this analysis is the similar * A solution using the basic FAFFA with group sizes
treatment of fields from other groups in both the FAFFA equal to 50m. The near field was restricted to each
and the NBS. Both schemes calculate the fields scattered group's self interaction.
to the group centre, PM and then distribute this informa- * A FAFFA/GFPM hybrid solution using groups 200m
tion to other points in the group via some shifting fune- in length and a simple geometrical procedure to aggre-
lion. The fact that the NBS uses the same shift FA:,NBs) gate fields scattered to group centres before distribution
for fields coming from all domains while the FAFFA 'tai- to other points in the group. The near field again was
lots' its shifts F•,, by incorporating information about restricted to the observation domain's self-interaction.
the geometrical relationship between the groups (in the * A solution obtained using the Natural Basis Set with
form of R and a) would seem to indicate that the FAFFA a domain size of 250m.
(and indeed the TIM) is a more robust scheme, an indi- * A TIM solution using groups 50m in size.
cation borne out by some numerical experiments in [18].
This homogeneity of shifting function coupled with it's The following table compares computation times (in sec-
application in the near field areas leads to the NBS per- onds on a Power PC) between the methods.
forming far more efficiently than the FAFFA for a certain
class of problem, namely massive relatively flat scatter- Solution scheme Computation time
ers, with a corresponding decline in it's efficiency when Reference model 100857
applied to more mountainous terrain. We close this sec- FAFFA 42
tion by explicitly writing formulae for forward scattering FAFFA/GFPIIT 18
solutions using the three schemes indicating the differ- Natural Basis 3
ent shifting functions of each scheme. We stress that TM 3
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ward scattering. Fig. 7 shows
: A slow O(A2) reference solution

HjorringveJ terrain profile * A solution using the FAFFA with groups equal in size
.• to 5m, and the near field restricted to each group's self

interaction.
* A FAFFA/GFPM hybrid solution with groups 20m in
length and a similar field aggregation procedure as in the
last example. The near field again was restricted to the
group's self-interaction.
* A solution obtained using the Natural Basis Set with

.E a domain size of 1.25m.A TIM solution with a group size of 5m.

Solution scheme Computation time
,.•. Reference model 12600

dl,ýae In metr FAFFA 509
FAFFA/GFPM 426

Fig. 4. Hjorringvej terrain profile Natural Basis 819

TIM 49*

Hjorringvej 970MHz

* This time can be reduced further to around 10 seconds
000 using improvements to the basic TIM scheme. These

Lem-ee improvements are outlined in [19).

--= -io

S

Mountainous terrain profile

-163

Distance in metres

Fig. 5. Fields over profile Hjorringvej at 97OMH, =

We now present results of numerical experiments can- :1
ducted with more challenging mountainous terrain (Fig.6).
Unfortunately the absence of measured data for this pro-
file prevents us from comparing our results with mea-
surements. However, we would expect the slow reference
solution to give good agreement with experimental data
and so we should demand good agreement between our -. I ,s

quick solution schemes and this reference solution. A Dl-ne In 1. r.W
source radiating at 970 MHz was assumed 52.0 metres
above the leftmost point and all models assumed for- Fig. 6. Mountainous terrain profile
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one using pulse basis functions. The. NBS is seen to
expedite the pulse basis solution in a manner similar

Fields over mountainous terrain to the two other schemes. Numerical results are pre-
sented which show excellent agreement with published

- measured data. A further numerical study over moun-
tainous terrain illustrate the relative regions of applica-
bility of the schemes.
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ABSTRACT

In this paper, we present an accurate method of moments (MoM) solution of the combined-field
integral equation (CFIE) using the multi-level fast multipole algorithm (MLFMA) for scattering by large,
three-dimensional, arbitrarily-shaped, homogeneous objects. We first investigate several different MoM
formulations of CFIE and propose a new formulation, which is both accurate and free of interior resonance.
We then employ MLFMA to significantly reduce the memory requirement and computational complexity
of the MoM solution. Numerical results are presented to demonstrate the accuracy and capability of the
proposed method. The method can be extended in a straightforward manner to scatterers composed of
different homogeneous dielectric and conducting objects.

I. INTRODUCTION

The calculation of electromagnetic scattering from arbitrarily-shaped three-dimensional homogeneous
or layered homogeneous dielectric bodies has been of considerable current interest owing to the wide
application of materials in a variety of radar targets. Analytical solutions are available for only very limited
geometries such as a sphere and a spheroid. For dielectric objects having an arbitrary shape, one has to
resort to some approximate numerical techniques based on either integral or differential equations. The
integral equation approach is often preferred for homogeneous or layered homogeneous objects because
it limits the discretization of the unknown quantity to the surface of the object and the discontinuous
interfaces between different materials.

One of widely uesd formualtions for scattering by three-dimensional dielectric bodies is the so-called
PMCHW formulation, which is found to be free of interior resonance and yields accurate and stable
solutions. However, this formulation cannot produce a matrix equation which can be considered as a
constraint for the field outside the object. As a result, the PMCHW formulation cannot be combined with
other methods such as the finite-element method (FEM) for scattering by inhomogeneous objects.

Another popular formulation for scattering by three-dimensional dielectric bodies is to combine EFIE
and MFIE linearly to form a combined-field integral equation (CFIE). Although the CFIE formulation has
been used extensively for conducting and impedance bodies, few researchers have applied it to the analysis
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of scattering by three-dimensional dielectric bodies. Rao and Wilton claimed the first use of CFIE for this
problem [4]. In their approach, J is expanded in terms of the Rao-Wilton-Glisson [3) (RWG) vector basis
functions (gi) and M is expanded in terms of another set of bas.is functions (fh x g,) that are orthogonal
to the RWG functions. The resulting EFIE and MFIE are then converted into matrix equations using line
testing functions, and a combined EFIE and MFIE is then solved for an approximate numerical solution
of J and M. Although Rao and Wilton argued that it is advantageous for a stable numerical procedure
to use two sets of spatially orthogonal basis functions gi and h x g, to represent J and M. representing
M in terms of f x g1 actually violates the property of M at the edges of dielectric because fi x g, requires
the continuity of the M component tangential to the edge. Since M is related to the electric field by
M = E x fi, this, in turn, requires the surface tangential electric field normal to the edge to be continuous
across the edge from one patch to another, which is not true if the two patches are not in the same plane.

In this paper, we first consider the MoM solution of CRE for scattering by three-dimensional dielectric
bodies. We use the RWG basis functions to expand both J and M and then use the RWG functions as
the testing functions to convert EFIE and MIFIE into matrix equations. By combining the resultant
EFIE and MFIE in a traditional manner, we obtain four different formulations. We shosv that none
of these formulations can yield accurate solutions and at the same time are immune to the problem of
interior resonance. We then propose a new formulation of CFIE which, like the PNICHW formulation,
produces accurate MvloM solutions and is free of interior resonance. We then apply the multi-level fast
multipole algorithm (MLFMA) [5] to the new formulation to significantly reduce the memor.v requirement
and computational complexity of the MoM solution.

II. FORMULATION AND ANALYSIS

Consider the problem of electromagnetic wave scattering by an arbitrarily-shaped and hornogeneoos
body characterized by a permittivity (2 and a permeability p2 and immersed is an infinite and homogeneons
medium having a permittivity e1 and a permeability pI. Introducing equivalent electric and magnetic
currents, J and M, on the surface of the homogeneous body, which are related to the surface fields by
J = h x H and M = E x h, respectively, and applying the equivalence principle to the exterior fields, we
obtain an electric-field integral equation (EFIE)

Z 1Li(J) - Kl(M) = Ei (1)

ansr a magnetic-field integral equation (hIFIE)

Z1K 1(J) + LI(M) = ZH' (2)

where Z1 = / VI7l, (Ei7 H') denote the incident fields, and the operators L1 and K, are defined as in [1]
Equations (1) and (2) can be discretized by first expanding 3 and M aý

Ns

J= gJ, (3)

Nu

M g, m, (4)
s=l

where Ns denotes the total number of edges on S and g, denotes the R\VC vector basis functions [3].
Substituting (6) and (7) into (1) and using g: as the testing function, we obtain the TE formulation (short

398



for i- E where i denotes a unit vector tangential to S). Similarly, from (2) we obtain the TH formulation
(short for i. H-). Alternatively, we may choose f x gi as the testing function and obtain from (1) the NE
formulation (short for ii x E) and from (2) the NH formulation (short for h x H). Theoretically, any of TE,
TH, NE, and NH can be used to provide a matrix relation between {J} and {M}, which can be written as

[PI]{M} + [Q1]{J} = {b}. (5)

However, it is well known that each of them suffers from the problem of interior resonance and fails to
produce accurate solution at and near frequencies corresponding to the resonant frequencies of the cavity
formed by covering S with a perfect electric or magnetic conductor and filling it with the exterior medium.
To eliminate this problem, one has to combine an equation from EFIE with another equation from MFIE
to obtain a combined equation [2]. For example, one can combine TE with TH to obtain the TETH
formulation or TE with NH to obtain the TENH formulation. One can also combine NE with NH to
obtain the NETH formulation or NE with NH to obtain the NENH formulation. The combined matrix
equation can still be written in the form of (5).

Equation (5) cannot be solved unless another relation between {J} and {M} is specified. Such a
relation can be derived by applying the equivalence principle to the interior fields, and doing so we obtain
an EFIE

Z2L2 (3) - K2(M) = 0 (6)

and an MFIE
Z2K2 (J) + L2(M) = 0 (7)

where Z2 = , and the operators L2 and K2 are defined similarly to L1 and Kl, provided that all
the subscripts are changed from "1" to "2." Equations (6) and (7) can be discretized in the same manner
as for (1) and (2), resulting in the corresponding TETH, TENH, NETH, and NENH formulations, which
provide a matrix relation

[P2]{M} + [Q2]{J} = j0). (5)

Equation (8) can be combined with (5) to form a complete set of linear algebraic equations for {J}
and {M}. Although the CFIE for a homogeneous scatterer has been solved by a number of researchers
using different expansion or testing functions, it has not been solved before using the RWG functions as
both the expansion and testing functions, as is done in this section. Therefore, it is not clear which of the
four formulations (TETH, TENH, NETH, and NENH) can yield accurate solution and is immune to the
problem of interior resonance. For this, we consider the inner products (gi, L(gj)) and (g;, K(gj)), which
arise in the TE and TH formulations. Apparently, both terms in L(g5 ) contribute to (gi, L(gj)); however,
when i - j both terms in K(gj) do not contribute to (gi, K(gj)), and moreover, when gi and gj are in
the same plane the second term in K (gj) does not contribute (g;, K (gi)) even if i f j. Therefore, the
K(gi) is not well tested by gi. Next, we consider the inner products (h x gi, L(gj)) and (5 x gi, K(gi))
encountered in the NE and NH formulations, and in this case we find that when i = j or when gi and
gj are in the same plane the second term in K(g5) does not contribute to (f x gi, K(gj)); however, the
first term always has a dominant contribution. Furthermore, when i = j the first term in L(gj) has no
contribution to (f x gi, L(gj)). This suggests that g; is not a good testing function for K(gj) and f x g,
is not a good testing function for L(gj). Therefore, in the TE formulation, M is not well tested, while in
the TH formulation, J is not well tested. Similarly, J is not well tested in the NE formulation, while M is
not well tested in the NH formulation. As a result, in the TENH formulation M is not well tested and in
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the THNE formulation J is not well tested. Therefore, both TENH and NFTH would fail to produce thw
correct solution.

III. NUMERICAL RESULTS

To verify the analysis above, we consider the problem of plane-wave scattering by a dielectric sphere.
The sphere has a diameter of 1,\0 and a relative permittivity t, = 4. Figure 1 shows the bistatic radar
cross section (RCS) of the sphere, obtained using the four formulations and the exact Mie series or the
PMCHW formulation. It is observed that both TENH and NETtH produce completely incorrect results.
This observation agrees well with our analysis. Among the two remaining formulations. TETII produces
a very good result since both J and M are well tested, whereas NENI-t is rather inaccurate. However.
our analysis above shows that fi x g, is a good testing function for K(g,) and the inaccuracy of NENH
must be rooted in other causes. Further numerical experiment reveals that the matrix equation produced
by NENH is a very ill-conditioned matrix. As a result, a small error introduced in the discretization can
render the final solution meaningless.

It is apparent that among the four formulations, only TETH yields the most accurate solution. Un-
fortunately, because of its improper combination. TETH suffers from the problem of interior resonance
and this is demonstrated clearly in Fig. 2. where the bistatic RCS is given for a sphere having a diameter
of 0.8880o and a relative permittivity Er = I. The size of the sphere corresponds to the first resonant
frequency of the air-filled spherical cavity. It is well known that CFIE removes the interior resonance by
combining EFIE and MFIE in such a manner that the resultant integral operators correspond to that for
a cavity with a resistive wall. The proper combinations are TENH and NETH: however, neither of them
produces accurate solution, as demonstrated earlier. Both TETH and NENH are the improper combina-
tions in the sense that the combined integral operators do not correspond to those for a resistive cavity,
and therefore, they still experience the interior resonance. However, because of the numerical discretization
error, the singularity (resonance) of the TE (or NE) equation does not coincide exactly with that of the
TIl (or Nil) equation. As a result, the bandwidth of the incorrect solution is extremely narrow (less than
1%), compared to those resulting from either EFIE or MFIE (about 10/C).

To obtain a formulation that is both accurate and free of the interior resonance, we should find a
proper combination among TE, TII, NE, and NIl, which tests both J and M well and contains a true
CFIE. Based on the analysis described above, we find that any of the following combinations. TENENII.
TENETH, THNHNE, and TtNtTE. satisfies both requirements. Figure 3 shows the RCS of a dielectric
sphere obtained using TENENII and TENETI!. along with the results obtained using PNICIIW and NMie.
Good results are obtained both away and at the frequency of interior resonance. Note that THNtINE
and THNHTE are the dual formulations of TENENII and TENETII. respectively, and their validity is
expected by duality, which is also verified numerically.

To enhanced the solution of the TENENH formulation, MILFMA is implemented. Several represen-
tative results are given in Fig. 4 for a sphere whose diameter varies front 1A0 to as large as 6fo. Tlhe
results are compared to those obtained using the Mie series and good agreement is observed. The memory
requirement and the total CPU time on one processor of an SGI Power Challenge (S1000) are given in
Fig. 5.
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IV. CONCLUSION

In this paper, we studied a variety of CFIE formulations for scattering by three-dimensional arbitrarily-
shaped homogeneous objects using the RWG functions as both the expansion and testing functions. We
have shown that, due to the deficiency of the RWG functions as the testing functions, among the four
CFIE formulations (namely, TETH, TENH, NETH, and NENH), only TETH can test both the equivalent
electric and magnetic currents well and thus yield accurate solution. However, because of its improper

combination, TETH suffers from the problem of interior resonance.
Based on the analysis, we then proposed new formulations (namely, TENENHT TENETH, THNHNE,

and THNHTE) that have a good accuracy and are free of interior resonance. These formulations can be
derived using two approaches. The first approach formulates the CFIE as a linear combination of the two
tangential components of EFIE and MFIE (that is, CFIE = EFIE + fx EFIE + MEIE + fx MFIE)
and then uses the RWG gi as the testing functions. Since both J and M are already well tested in the
first two terms (EFIE + fx EFIE), one can neglect either MFIE or fix MFIE for the sake of efficiency.
The other term, fx MFIE or MFIE, is needed to remove the problem of interior resonance. The resulting
formulation is TENENH or TENETH, depending on the neglected term. Similarly, since both J and M
are also well tested in the last two terms (MFIE + fx MFIE), one can neglect either EFIE or fx EFIE
and the resulting formulation is THNHNE or THNHTE. The second approach formulates the CFIE as a
linear combination of EFIE and MFIE (CFIE = EFIE + MFIE) and then uses gi +fd x gi as the testing

functions. Again, one of the four terms can be dropped for the sake of efficiency, resulting in one of the
four formulations described above.

Having identified the accurate and reliable CFIE formulations, we then applied MLFMA to significantly
reduce the memory requirement and computational complexity of their MoM solutions. Numerical results
were presented to demonstrate the accuracy and capability of the proposed method. The method can
be extended in a straightforward manner to scatterers composed of different homogeneous dielectric and
conducting objects.
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Figure 1: Bistatie RCS of a dielectric sphere.
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Figure 2: Bistatic RCS of a dielectric sphere.

Figure 3: Bistatir RCS of a dielectric sphere.
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Figure 4: Bistatic RCS of a dielectric sphere in the E plane.
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Abstract

In this paper we consider implementations of the FMM and AIM compression
schemes to speed-up the solution time associated with finite element-boundary inte-
gral systems. Of particular interest is the analysis of cavity backed antennas which may
possess fine details as is the case with slot arrays, spirals, log-periodic and other broad-
band antennas. In those cases, the computational demand for the boundary integral is
large in comparison to that of the finite element volume subsystem and therefore a fast
integral method is attractive for speeding-up the iterative solution algorithm. We will
present the CPU improvement using AIM and FMM with particular emphasis on the
capability of each method to handle these types of antenna problems.

1 FE-BI Formulation for Cavity-Backed Antennas

Consider a cavity-backed antenna recessed in a ground plane as depicted in Figure 1. This
class of configurations have been modeled using the finite element method [1, 2, 3] very suc-
cessfully. The most rigorous of the implementations is to employ the finite element method
to model the interior volume below the cavity and the boundary integral for truncating the
finite element mesh on the antenna/cavity aperture [1, 2].

Figure 1: Geometry of a cavity-backed annular slot antenna in a ground plane

To develop the necessary linear equations, a standard approach is to begin with the
weighted residual equation
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Jfj{(VxT).tPI-'.(VXE) - k 2T.4.E}dV

+ JJj,.T.(-,iktZJ'+ V x< -. M') dV

- ikoZo if T.(Hxfh)dS=O (1)

where E and H denote the electric and magnetic fields. ( and 17, are the relative tensor
permittivity and permeability of the cavity filling (possibly inhomogeoneous), S, represents
the non-metallic portions of the aperture and S1 denotes the junction opening to the feeding
structures. As usual, T represents an appropriate testing/weighting function to be specified
later. The volume V, refers to the volume occupied by the impressed sources Ji and M,.
Note that the latter integral refers to H on the antenna aperture S, and over the feed
opening. Here, the unit normal f is directed outward from the boundary surfaces S,.

To solve (1) for E, we require knowledge of H over S,. In the context of the FE-BI
method, the relation between H and E is determined by the boundary integral equation

H = Hg° - 2ikoY ifJ j G(r, r') . (i x E(r')) dS' (2)

where G is the electric dyadic Green's function of the first kind such that f x G = 0 is
satisfied on the metallic platform. For the cavity recessed in a ground plane, G becomes
the half space dyadic Green's function

VV - (3)

with R = Ir - r'I and I is the unit dyad. For this problem. HP
0 

is equal to the sum of the
incident and ground plane reflected fields for scattering computations and zero for antenna
analysis.

To construct alinear set ofequations from Eq. (1) and Eq. (2). we must first tessellate the
volume and introduce expansions for each of the tessellation elements. For this application,
the chosen tessellation elements can be of constant depth but must be more adaptable for
surface modeling. The edge-based prismatic elements presented in [2. 3] allow for this type
of flexibility while at the same time provide for meshing simplifications.

Choosing prisms as the tessellation elements (see Figure 2), the field is expanded within
the cavity volume as

9

E= ZE;w; = [W]TJ{P'} (4)
j=l

where [W], = [{W,)},{W}, {lt}i and {E} = {E,E ..... E} are specified explicitely
in [3]. On the aperture, since the top and bottom faces of the prism are triangles. these
reduced to

3

E'(r) = > E/s,(r) = lS5f{E'} (5)

where [S), = [S, Ss) and

S, = - 1 z-x (r -. r,) (6)
2A,
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Figure 2: Right angled prism

Here, r and ri refer to the position vector within the triangle and at the ith node of the

triangular face. The parameters 1i and A' denote the length of the ith edge of the triangle

and its area, respectively.

To generate a linear system for EU, (4) and (5) are substituted into (1) and (2) and

Galerkin's method (setting T W) is employed to yield the assembled system

[Al '} + [[0][0] f{Ev'} I=f {b}
) } [0{] ( } } (7)

In this system, {EV} denotes the field unknowns within the volume enclosed by S., whereas

{Es} represents the corresponding unknowns on the boundary S.. The excitation column

{bV} are due to internal sources and {bs} is associated with incident field excitations (for

scattering).

2 Fast Integral Algorithms

The FE-BI system (7) is partly sparse and partly dense. More specifically [A] is sparse,

whereas [B] is dense. Thus, although [B] is much smaller in rank than [A], it is usually

responsible for most of the CPU and memory when an iterative algorithm is used for the

solution of (7). To alleviate the CPU and memory requirements, fast integral methods have

recently been introduced to perform the matrix-vector product [B]E
3 

much faster and with

much less memory. Two of these approaches are the adaptive integral method (AIM) and

the fast multipole method (FMM). Both FMM and AIM reduce the CPU time and memory

requirement from O(N
2

) down to O(N") where a < 1.5. The main feature of AIM and

FMM is the decomposition of the matrix as

[B] = [B]3]" + [BIlor (8)

based on some threshold distance referred to as the near-zone radius. The matrix [B]""" con-

tains the interactions between elements separated less than the threshold distance, whereas

[B]f*' contains the remaining interactions. The elements of [B]""" are evaluated without

approximation. However, the product [BS]'"E
5 

is evaluated in an approximate manner

leading to a much faster execution[4]. Below we describe how the evaluation of [B]
1
'"Es is

done for each of the fast algorithms.
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2.1 AIM Algorithm

Application of AIM requires that the aparture is immersed in a regular rectangular grid.
The fields of each interior edge is then re-expressed using a new expansion based on delta
sources located at the nodes of the uniform AIM grid. For the n7" edge. this new expansion
has the form

Mf

q=1

where rq are the position vectors of M' points on the square surrounding the center of the
edge and 6(x) is the usual Dirac delta function. The coefficients A,,y are suitably chosen so
that the new expansion is equivalent to the original representation using triangular elements.
A similar expansion is used for the divergence of the basis functions

e E 6( - x,,)t(y - y,,)Aý (10)
q='

To find a relation between the A?ý
5 

and I, coefficients, we equate moments of the two
expansions up to order M. Specifically. we set

M%., = F2.,• (11)

where

M = ff e,(x -. )"(y- y,)91ddy for 0•<q,,q 2q M

MI

= Z(~ .... -•)
5

'(y=,
5

-y0)
5
2[AYqi + A1,9] with q =q + q2 (12)

5=1

f j f,,( x - x.)
5

'(y - y.)"dxdy (13)

Similarly, by equating moments of the divergence of the basis V, .J, with the new expansion
(10), we establish a relation between A_ and I.. That is, we set

H,,= 15,5 (14)

where

D,',= .I4(z - xo)
5

(y - yV'dxdy L x)(y,, - y,)sI , (15)
q=1

if7, = f.(x - x.)j(y - y0 W'dxdy (16)

Eqs. (11) and (14) give three M' x M
2 

systems yielding the equivalence coefficients as the
solution.

Using the equivalent expansions to represent the currents everywhere. the resulting
impedance matrix will be of the form

3

[B]',,= _[A],GjNA]T (17)
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x
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Figure 3: The geometry constructions used in FMM formulations, illustrating the relation
between source point, field point and the group centers.

where [Ali are the sparse matrices containing the coefficients of the expansion (9) and
(10) whereas [G] is the Toeplitz matrix whose elements are the free space Green's function
evaluated at the grid points. The speed-up of AIM is achieved by taking advantage of the
Toeplitz property of [G].

Using (17),[B] can be written as

[B] -- [S] + Z[A],[G][A]7 (18)
i=1

where [5] = [B]- -. - [B]n5a is a sparse matrix corresponding to the difference between
the near field interactions computed by moment method and AIM. Basically, the Toeplitz
property of the Green's function enables use of the FFT to accelerate the computation of
the matrix-vector product. In the computation of the matrix-vector product, the initial
step of transforming the currents from the original MoM grid onto the uniform AIM grid
is comparable to the grouping operation of the FMM. While the FMM relies on grouping
to reduce the number of scattering centers, the sequence of operations in AIM can be
interpreted as a realignment of scattering centers onto a regular grid.

2.2 Fast Multipole Method

The FMM [7, 8, 9] is based on two elementary identities. One of them is the expansion [5]
of the scalar Green's function appearing in moment matrix elements as

i-r+ = ik -(-)(21 + 1)j,(kd)h1')(kr)Pj(d. 9). (19)

Ir + dl 1=0

Here j, is the spherical Bessel function, h/,¶) is the spherical Hankel function of the first kind,
P, is the Legendre polynolmial, and d < r is the condition for the validy of the expansion.
In the FMM formulations, where the source point is denoted by x' and the observation
point by x, r will be chosen to be close to x - x' so that d will be small as depicted in
Fig. 3. The second identity is the expansion of the product jjPj appearing in Eq. (19) as a
sum of propagating plane waves

4,ri j(kd)F(d "9) = J d
2
ke&"dp,(k 9) (20)

Using this, the expansion (19) can be rewritten as

eiklr+dj ik [ oeIr +dL I Jd2ke'k d E(21 + 1)h4'
1
(kr)Pdk 9), (21)

4=0
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where the orders of summation and integration are interchanged. The speed-up of FMM is
derived from the observation that the sum

L
TL(k,,'k . f) = Y(21 + 1)h1'(kr)P,(k ÷) (22)

1=0

is independent of kd and thus can be computed for various values of kr which can be reused
thus eliminating the need for recomputation of the time consuming sum. The number of
terms, L + 1, kept for approximating the sum depends on the maximum value of Ad. and
the desired accuracy.

Noting that the direct path from the source to the field point can be decomposed into
three parts (see Fig. 3) as, where

= r,,,r + r,, - r,-,. (23)

The Green's function can be rewritten as

47r(rj,r = [- hvvj- '

Jd'k ri- hv' V] e" (rr-r--)TL(kr_, k -f,)

- d~k[ -kkJkkrr l (24)

and the matrix entries become
Using the above equations, a matrix entry is approximated by

Bij = 2/dsS,(r) . V d §s',[(r') + ' V.- S(r,)V] VI

ik (25)

with

VA.ik) = j ds'cik r,_. [-- kk] ,

Vjmj(k) = /sdal... [i-kkl-] S,(r,,) (26)

in which §j and S§ denote the expansion and testing functions for the unknown magnetic
surface current density, which are the well known RWG [6] basis functions for the finite
element basis functions used, and * denotes complex conjugation.

To realize the FMM speed-up the computational domain is divided into Al groups.
The total memory storage needed is O(N

2
/Af) + O(KN) + O(KLM

2
) where K is the

number of wavevector directions used in the numerical evaluation of the outermost integral
in Eq. (25). Using the proportionalities K oc V, D' oB N/M, and L x D. this expression

can be simplified to CI(N
2

/M) + C2(NAI Ar/'Al), where C, and C2 are machine- and
implementation-dependent constants. The coefficient C2 is so small compared to C, and
thus the memory is dominated by the O(N /M) term.

The CPU requirement of the FMhI is O(NAI)+ O(N'/M)S. 9]. This can be minimized
by choosing M = vf' and the result is an O(N' ') algorithm. The memory required for the
FMM also becomes 0(.N' 5

). In numerical practice, both the operation cost and the memory
requirement of the FMM is less than those of standart MoM formulation for problem sizes
larger than 1000, which makes the FMM more suitable for the solution of large problems.
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3 Results and Comparisons

Before we show the CPU trend and memory savings of AIM and FMM for antenna modeling,
it is important to first show validation results. Fig. 4 shows FE-BI results for a 4 element slot
array computed with AIM and FMM compression schemes. As seen, both approaches yield
the same patterns. In comparison to the uncompressed FE-BI method AIM compression
yields a 25% speed-up even though the BI unknowns are only 248, i.e. very small to realize
benefits from the fast integral method. We are currently testing the performances of AIM
and FMM algorithms. At the meeting we will present results and comparisons for FE-BI
implementations with AIM and FMM compressions for large BI systems. We will contrast
AIM and FMM on the basis of CPU time and memory savings acquired by employing each
method.
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Abstract

Time-harmonic scattering problems can be solved faster and miore accurately by using a high-order, point-
based (Nystrom) discretization. The distinguishing feature of our method is the implementation of local cor-
rections to the quadrature rules in the vicinity of the kernel singularity. Enhanced by local corrections, the
new algorithm has the simplicity and speed advantages of the traditional Nystrom method, but also enjoys the
advantages of high-order convergence for controlling solution error.

1 Introduction

Several different methods are available for discretizing boundary integral formulations of Maxwell's equations, of
which the method of moments is the most common. In this method, the source distribution on the boundary is
approximated as the sum over elemental source distributions (expansion functions) whose amplitudes are unknown.
The N unknown amplitudes are determined by the requirement that they satisfy the N equations formed by taldng
moments of the boundary integral equation using N testing functions. When the same basis functions are used
for expansion and testing, the method is called a Galerkin method. As far as method of moments scattering codes
are concerned, it is hard to do better than a Galerkin code using high-order basis functions, if the objective is to
compute accurate cross sections with the fewest unknowns. We have convincingly demonstrated this fact in recent
years [1] [2] using our own high-order Galerkin code called FastScatTM.

The Nystr6m method is an alternative technique for discretizing an integral equation. In the Nystrom method,
the source distribution is sampled at a finite set of points judiciously distributed over the surface, and the value
of the source at each of these points is determined by the requirement that the boundary integral equation hold
true at each point. In its simplest form it is a low-order method, but it can be made high-order by applying a
quadrature correction technique described by Strain [3]. In its high-order realization, a Nystrom discretization
can be as unknown-efficient as a high-order Galerkin discretization. A high-order Nystrom discretination has
several advantages over a high-brder Galerldn discretization, however, one of which is that the setup phase of the
computation (i.e. filling the impedance matrix) proceeds much more rapidly. The underlying reason is that the
Nystrom method does not require evaluation of a double integral to fill each impedance matrix element, but rather
requires nothing more than a kernel evaluation to fill most matrix elements and 0 (N) single integrations and
some low-rank linear algebra to fill the others (specifically, the near interactions). The upshot is that cross section
computations obtained with a high-order Nystrom code are more accurate and can be obtained in less time than
those produced by well-tuned, low-order method of moments codes.
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2 Nystr~m method

2.1 Conventional Nystr6m method

The traditional Nystrom method is a simple and efficient mechanism for discretization of integral equations with
non-singular kernels. Suppose we have the following integral equation

f(x) = jds' C(x- x')¢(x') (1)

and a quadrature rule for integrating a function f (x) over the region S

Nds f (X) W .f (x.).- (2)
1, n=1

Such a quadrature rule will be provided by Gauss-Legendre or Gauss-Jacobi rules on a parameterization of S, so
that the weights wo will be the products of the elementary weights w,n with the Jacobian of the parameterization:

W. = v•-•- (3)
X,= x (u), (4)

where un are the abscissae of the elementary rule, x (u) is the mapping function of the surface S, and g (u) is the
determinant of the mapping metric. The extension to patched parameterization is straightforward.

Since the Nystrom discretization of a function on S is simply the tabulation of the function at the quadrature
points x0 ,

pO, = ?P (x), 
(5)

we can discretize integral Eq. (1) simply by making a matrix out of the kernel:

N

On = F_,.G(r-,)Pn (6)

This discretization has an error of the same order as the underlying quadrature rule. In other words, if the surface
S is smooth, 0 and G (x - x3) are regular functions, and a high-order quadrature rule is used, then the solution to
Eq. (6) represents a high-order approximation to the exact solution.

The kernels G (x - x') that arise in boundary integral formulations of wave scattering are not regular functions,
however. Instead, they have singularities (or even hypersingularities) at short distances. With such kernels it is
often not even possible to make a matrix out of the kernel because its value is undefined when x = x'. Even if the
kernel were finite at vanishing separation, a singular

t 
kernel would spoil the higb-order discretization properties of

the above prescription.

2.2 High-order Nystrim method for singular kernels

We have adapted the Nystrom method to handle singular kernels, without sacrificing high-order convergence, by
incorporating Strain's method [31 for obtaining high-order quadrature rules for singular functions. The essence of
the method is that by computing convolutions of the kernel with a suitable set of testing functions, it is possible to
determine how to adjust the quadrature rule so that it is just as accurate near the singularity as far from it. The
beauty of the method is that these quadrature rule modifications are required only in the vicinity of the singularity,
hence the name local corrections.

Conceptually, local corrections may be viewed as adjustments to the quadrature weights (at the original set
of sample points) that are required to make the quadrature rule high-order accurate when the (singular) function
G (x - 3e) is included in the integrand. In practice, since quadrature weights and discretized kernel terms alwavs
enter into the quadrature rule as product pairs, one can equally well "locally correct" the discrctized represen-
tation of kernel and keep the original quadrature weights. This is the preferred approach because the modified
representation of the kernel has no infinities.

'A function is singular in the mathematical sesoe where the function or any of its derivative is undefined
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We can write the "corrected" matrix representation of the kernel as

6._= I I_ when 4 E D_ (7)G (x. - x) otherwise(•

where Lmn is a (sparse) matrix of local corrections whose entries are non-negligible only for source points 4 within
a small domain Dm centered on the field point xm. For Ix,- - 41 sufficiently large (i.e., outside the local correction
domain Din), G (x- - 4) is a smoothly varying function of position and the underlying quadrature rule provides
a high-order approximation to the desired integral. Close to the singularity, on the other hand, the singular nature
of the kernel spoils the high-order behavior of the underlying quadrature rule, and it becomes necessary to use
locally corrected values for the kernel instead of G (x, - 4) in order to achieve high-order convergence.

The underlying quadrature rule is ecact for integration of a certain class of functions (typically polynomials).
The local corrections are chosen to make convolution of the singular kernel with the same class of functions exact.
They are obtained by solving the linear system

ZwnLinfit) (xm-4) = Lds' C (x -x') ffk) (x.,-x'), (8)
n

which represents K constraints (one for each testing function f(k)) on J local correction coefficients (one for each
of J source points in the vicinity of the mth field point). The integral over S can be obtained by oversampling the
region of integration until the result has converged to the desired accuracy. The non-zero components of the ruth

row of the local correction matrix are obtained by inverting the (small) system of equations above, either by LUD
if J = K or singular value decomposition if J 4 K. Computing local corrections is the most time consuming step
of the precomputation phase. Fortunately, it needs to be done only once at every sample point.

2.3 Advantages of a hligh-order Nystrbm discretization

"* Mone accurate results. Conventional codes use RWG [4] basis functions to represent the source distribution
on a flat-faceted surface model. These constitute low-order methods. Our code uses a high-order Nystrom
discretization on an excact or high-order (e.g., bi-cubic spline) model of the surface. As a consequence thereof,
our code can compute more accurate answers with the same or fewer unknowns than the conventional codes.
Fewer unknowns translates into a lower requirement for computer memory.

"* Practical accuracy estimation. Another benefit of using a high-order discretization is that error estimation
becomes practical [5]. This is an indispensable asset for a scattering code since computed results without
meaningful accuracy estimates are of limited utility. The fact that such estimates are usually very difficult
to obtain with low-order codes may explain why they so infrequently accompany reported results, but it
does not make them any less important. Error estimation becomes practical with a high-order code because
a substantially more accurate reference solution can be computed at a modest additional cost in computer
resources.

"* Faster precomputation. Unlike conventional method of moments codes, which require N' numerical double
integrations (where N is the number of discretized sources on the surface) to fill the impedance matrix, a high-
order Nystrom code requires nothing more than kernel evaluations to fill in most of the matrix (specifically,
the far interactions), and the rest is filled in by means of local corrections (each of which involves a small
number of adaptive integrations and a low-rank matrix inversion). As a result, the precomputation phase
of a high-order Nystrom calculation is generally much less time consuming, an advantage that grows as the
number of unknowns applied to the problem increases.

"* Elimination of multi-patch, parametric basis functions. Conventional method of moments scattering codes
require basis functions that are continuous (in the surface parameterization) across patch boundaries to
facilitate differentiation. Implementing such multi-patch basis functions in a high-order code is complicated
and inconvenient. No such requirement applies to a code using a point-based discretisation. In the Nystrom
case, continuity of the source distribution drops out as a natural consequence of accurately solving the
integral equation rather than by being built into the elemental sources. [A further note is in order regarding
use of basis functions that are not explicitly continuous across patch boundaries. The error caused by not
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enforcing continuity is comparable to the error of the underlying discretization- In the case of a low-order
discretization (e.g., RWG basis functions on flat patches), continuity enforcement pays off because the error in
the underlying discretization is already significant. In the case of a high-order discretization, where the error
due to the underlying discretization can more easily be made insignificant, the situation is reversed. Thus,
for high-order codes, whether Galerkin or Nystrom, the benefits of enforcing continuity between patches do
not outweigh the inconveniences.]

"* More amenable to fast solution algorithms. Implementation of a fast method that requires segregation of the
discretized scatterer into groups (such as the fast multipole method (FMLM) [61 or adaptive integral method
(AIM) [71) is simpler and more natural with a point-based discretization. When a Galerkin implementation
with overlapping basis function domains is employed, the fast algorithm is either more complicated (because
multi-patch basis functions must be split apart) or less efficient (because the groups must overlap). A Galerkin
implementation that uses high-order basis functions (even those confined to single patches) cannot achieve
optimum efficiency from the FMM because high-order basis functions are used to their greatest advantage on
patches larger than a wavelength, whereas optimum use of the FMM favors groups smaller than a wavelength.
In a Nystrom discretization, the groups consist of individual sample points on the surface, so no such grouping
restrictions apply.

"* Iterative solver memon] reduction. With the Nystrom method, the memory requirement for an iterative
solver using the full impedance matrix can be reduced from 0 (N2) (storing the full impedance matrix)
to 0 (N) (storing only the sparse local correction matrix). This is practical because reconstruction of the
unsaved portions of the impedance only requires evaluations of the kernel, which are fast. If the FNLM is
used to represent the far interactions, the storage requirement goes from 0 (N

1
04) in the single-stage case

to 0 (N log (N)) in the multi-level case.

"* Symmefry eMploitation. When basis functions are used, it is more complicated to reflect geometrical symme-
tries in the matrix representation. It may be necessary to explicitly consider basis function transformation
properties and to provide special treatment for some variables (e.g., the coefficients of basis functions whose
domains intersect reflection planes). In the Nystrom case, the representation of symmetries is much simpler.

3 High-order convergence

Achieving high-order convergence is the key to computing accurate cross sections efficiently and obtaining prac-
tical accuracy estimates. In this section, we demonstrate that our Nystrom code (FastScat) achieves high-order
convergence2 

to the correct cross section for a PEC sphere.
A sphere is the ideal surface to use for benchmnarking a high-order 3d vector code because it is uniformly smooth

and because the accuracy of computed results can be determined unambiguously by comparison to the Mie series
solution. We chose to present data for a IA-radius sphere because it is in the regime of small discretization scales
and small errors that the high-order convergence behavior is most clearly illustrated. With larger spheres, the
error in the computed cross section is actually lower for the same unknown density (because each patch is flatter),
but the asymptotic convergence behavior is the same.

A IA-radius sphere was meshed into triangular patches each of which corresponds to a segment of an ideal
sphere. The coarsest meshing of the sphere consists of 20 identical triangular patches, formed by mapping the
triangles of an inscribed icosahedron onto the surface of the sphere. Finer meshes were generated by dividing
each of the 20 triangles into n

2 
nearly-identical subtriangles, where n ranged from 2 up to 10. The distribution

of Nystrom quadrature points on each patch was determined by high-order triangle rules f8119] that used 1, 3, 6,
or 15 sample points per patch depending on the rule. The number of testing functions used for computing local
corrections was always chosen to match the number of sample points.

Solutions for the bistatic cross section of the 1A-radius sphere were computed using the MEIE with the various
discretizations and compared against the Mie series solution. Figure I contains log-log plots of maximum relative

2The order of convergence of a nuaerical method relates to the rate at which the error in the comprited solution decreases as the
discretization scale decreases. For small enough discretiiation scales A• the error in the solution computed by an .1-ordee method
scales as A".
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Figure 1: Log-log plot of maximum relative error vs. unknown density for bistatic scattering from a jA-radius
PEC sphere in 00 polarization using the MFIE. Points obtained with different meshings, but the same method
order, are connected by lines. FastScat data points are connected by solid lines and are labeled by the number of

sample points per patch.

error3 vs. unknown density for FastScat calculations performed with four different Nystrlm quadrature orders.
Lines connect data points corresponding to different meshings but the same order quadrature rule. Each line is
labeled by the number of sample points per patch used by the rule. Note that for a given Nystrom order, refining
the mesh always improves the accuracy of the solution. Note also that with enough unknowns, the data approach
a linear trend line whose slope increases as the Nystrom order increases. This is the signature of a high-order
method.

4 Computational Performance

With high-order convergence behavior established in the limit of very small errors, it is worthwhile to show how
our high-order Nystr6m code performs in a "practical accuracy" regime. We provide two examples. The first is
bistatic scattering from PEC spheres with radii ranging from 0.9A to 3.6A. The second is monostatic scattering
from a 10 inch x 2 inch EMCC ogive at 9 GHz. This is a problem for which the exact answer is not known
(although inexact experimental data [10] is available for comparison purposes) and error assessments can ouly be
made by comparison to solutions computed with sufficiently refined discretizations.

We can evaluate the accuracy of the FastScat calculations on spheres of different sizes by comparing the
computed results to Mie series solutions. We present data for bistatic scattering from r = 0.9A, LISA, and 2.7A
PEC spheres. Our computations used a dense matrix fill, an LUD solver, and the MFIE formulation. Unknowns
were distributed with an average density of about 7.7 unknowns/wavelength in all three cases. The smallest sphere
was patched as described in the previous section using an inscribed icosahedron mapped to an exact sphere. The
r = 1.8A and 2.7A spheres were patched by dividing each of these patches into 4 and 9 subtriangles, respectively.
In all cases, we used a high-order triangle quadrature rule that puts 15 sample points (i.e., 30 unknowns) on each
patch.

The second demonstration problem involves computing of the monostatic cross section of an ogive at 9 GHz.
A plot comparing the FastScat result to the measured data is given in Figure 2. The measured data have been
shifted to correct (apparent) calibration errors both in amplitude and angle. There are actually two measured
data curves shown, each of which corresponds to half of the full 360 degree scan around the ogive target. The two
halves should be identical and symmetric about 90 degrees; the fact that they are not puts a lower bound on the

3Maimara relative ereer is defined at the msimr val. e at I O) -I
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Radius # Setup Total RMS

(A) Unknowns Time (see) Time (see) Error (dB)

0.9 600 74 110 0.35
1.8 2400 539 3281 0.26
2.7 5400 1953 33689 0.10

Table 1: FastScat performance computing the bistatic cross section of PEC spheres of increasing size.

the measurement error at each observation angle. At some angles, such as near the tips, the error is actually much
worse.

FastScat

Measured

.30

8-so
i-0 Z

-70
0 30 60 90 120 ISO 180

Phi (degrees)

Figure 2: Monostatic cross section of ogive at 9 GHz in 09 (VV) polarization. Solid line - FastScat result; Dashed
lines - 3600 worth of measured data.

The correct cross section (for an ogive target that exactly matches the ogive model) is much closer to the
FastScat result. The FastScat result was computed by first creating an ideal model of an ogive, meshing it with
108 patches, and then computing the cross section using the MFIE, a 15 point per patch quadrature rule, and an
LUD solver. A total of 3240 unknowns were used. To estimate the accuracy of this solution, we compared it to

a substantially more accurate solution obtained with a finer discretization, namely one that used 232 patches and
6960 unknowns. Over the whole range of angles (dips included) the R.MS error of the original solution turns out
to be 1.0 dB; near broadside incidence the error is less than 0.08 dB and near the tips it is less than 0.7 dB.
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1. Introduction
We have witnessed the rapid progress of computational electromagnetics recently, due to

its increased importance. Computational electromagnetics problems are generally solved by
differential equation solvers as well as integral equation solvers [1].

Differential equation solvers solve for the field in a problem: the field permeates the whole
of space in general, and hence the number of unknowns needed to model the problem correctly
is generally large. Differential equation solvers have caught on in popularity recently, because
of their associated sparse matrices.

On the contrary, integral equation solvers solve for induced currents in a problem: the
current, resides only on the support of the body, and hence, the number of unknowns is
generally small. But integral equation solvers yield dense matrices which are more costly to
solve. Hence, the popularity of integral equation solvers has been impeded until recently.

The recent advent of fast algorithms in computational electromagnetics has permitted
the solution of integral equations with an unprecedented number of unknowns. This is the
consequence of the development of the fast multipole algorithms (FMA) [2,3], and the multi-
level fast multipole algorithms [4,5]. Such algorithms allow a matrix-vector multiplication to
be performed in O(N log N) operation or less for many scattering problems. Moreover, the
memory requirements of these methods are O(N log N), or almost matrix free. Using the fast
matrix-vector multiplications in an iterative solver, problems for integral equations involving
millions of unknowns have been solved recently [6-9].

These fast solvers calculate the action of a matrix on a vector (or an operator on a function)
without generating every element of the matrix. Therefore, the generation and the storage of
the matrices are avoided, yielding an algorithm which is almost matrix free.

The Fast Illinois Solver Code (FISC) is a recently developed code to tackle such large scale
computing and scattering problems using the multilevel fast multipole algorithm (MLFMA).
Very large problems have been solved with FISC involving as much as 2 million unknowns [9].

SThis work was supported by the Office of Naval Research under grant N00014-95-1-0872. the National
Science Foundation under grant NSF ECS 93-02145, and AFOSR under a MURI grant F49620-96-1-0025.
The computer time waw provided by the NCSA at the University of Illinois, Urbana-Charmpaign. and the
ASC MSRC.
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Meanwhile, much empirical data on the solutions to large scale problem are generated.

One important empirical data is on how the number of iterations (Ni,) scales as the
number of unknowns in a scattering problem. The application of iterative solvers to integral
equation is less matured than to differential equation solvers due to the aforementioned reason.
While much knowledge has been derived on how Nite_ scales as the number of unknowns N
increases for differential equation solvers [1,10], much less knowledge is available for how Nit.
scales as N for integral equation solvers. We hope that by providing the empirically derived
data from numerical experiments, we will motivate the more mathematically inclined to arrive
at theory on how one can predict the scaling property of Nit_ for these problems.

In this paper, FISC requirements about memory and CPU time are discussed. Some
empirically derived formulas and charts are given. Examples used to get these conclusions
are also plotted. FISC is designed to compute the RCS of a target described by a triangular
facet file. The problem is formulated by the method of moments (MoM), where the RWG
(Rao, Wilton, and Glisson) [11] basis functions are used. The resultant matrix equation is
solved iteratively by the conjugate gradient (CG) method where the multilevel fast multipole
algorithm (MLFMA) is used to speed up the matrix-vector multiply in CG. Both complexities
for the CPU time per iteration and memory requirements are of O(NlogN), where N is the
number of unknowns.

2. Scaling of Memory Requirements
FISC solves surface integral equation, and the surface is described by a facet model. The

RWG basis function [11] is assigned to each interior edge. The total number of unknowns
(N) is the number of interior edges, which is about one and a half (1.5) times the number of
triangular facets. In most cases, average edge length (a) should be about 0.12, where A is the
wavelength. Therefore, the number of unknowns (N) can be expressed as:

N =3505 (01A)2 1

where S is the total surface area in the unit of square wavelength (A') and a is the average
edge length. For a given target, N is proportional to the square of the frequency. If the facet
size is refined to half, N increases by a factor 4.

Each single precision complex number needs 8 bytes. Hence, for a full matrix, the memory
needed in the unit of MB is:

MEMf~l = 8 ( N , (0.8 2 11)4 (2)
1000) MaM

The memory needed for a full matrix is proportional to the fourth power of the frequency,
and increases a lot if a finer facet model (smaller a) is used.

FISC memory requirement (using MLFMA [5]) can be empirically approximated as:

MEMF f- 0.75S 0.2 + 0.8 (211)]1 (3)
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It increases linearly as the number of unknowns increases, and is proportional to the square
of the frequency only. If the facet size is refined by half, FISC only needs about 3 times more
memory, not 16 as for the case of a full matrix. The complexity of the memory requirement
for MLFMA is O(NlogN) or O(SlogS). But for the problems we have tested (up to 2 million
unknowns), the linear term in the memory requirement (storage for near interaction elements
in MoM matrix and the radiation pattern for each basis) is dominant.

In Figure 1, we plot FISC memory requirement as a function of surface area with 3 different
discretization densities.

FISC Memory Requirement
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Figure 1. FISC memory requirement as a function of surface area with 3
different discretization densities.

3. CPU Time Scaling
We divide the total CPU time into two parts: set-up (matrix filling) time and solution time.

The set-up time is for one frequency point, and is not a function of numbers of incident angles.
observation angles, and polarization. If a full matrix is used, the set-up time is proportional
to N

2
, where N is the number of unknowns.

If LUD (LU Decomposition) is used to solve the full matrix, it needs O(N
3

) operations to
perform LUD, and then O(N

2
) for each incident angle. If an iterative solver with fill] matrix

is used, the CPU time for each incident angle is proportional to N.,•,N
2

, where A•,'., is the
number of iterations.

We have tested FISC on different machines and systems, like SUN Sparc workstations,
SGI workstations (R4400 and R10000), SCI Power Challenge Array, SGI CRAY Origin2000,
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and DEC Alpha workstations. Since the peak performance is not very accurate for compar-
ing different machines, we will use the LINPACK benchmark and our numerical test results
to compare different machines for FISC CPU requirement. (An extensive listing of the per-
formance of different computer systems is available from the netlib repository at Oak Ridge
National Laboratory. This database can be accessed on the World Wide Web at the address
"http://www.netlib.org/index.html".)

The test problem is the electromagnetic scattering problem from a sphere with a 1 m
radius at 450 MHz. The surface area is 28A

2
, and is discretized to 6,272 facets, which leads

to N = 9,408. The FISC solution time given in the following table is for one incident angle.

LINPACK Benchmark and FISC Testings

Peak LINPACK FISC CPU Time
Machine Performance Benchmark Set-up Solution

(Mflops) (Mflops) (Sec.) (Sec.)
SUN Sparcl0 40 10 1,264 557
SGI Indy (100MHz, R4600PC) ? 15 927 332
SGI Extreme (250MHz) ? 40 336 124
DEC Alpha (250 4/266) 500 119 262 64
1 CPU of SGI Power Challenge

(R8000, 90 MHz) 360 126 311 54
1 CPU of SGI CRAY

Origin2000 (R10000) 390 140 114 34

FISC CPU time requirement given in this paper is based on one CPU of SGI CRAY
Origin2000.

Since the number of near interaction elements in the MoM matrix is a constant for a
basis in MLFMA, the set-up (filling MoM matrix for near interactions) time Tfw in the unit
of second for one CPU of SGI CRAY Origin2000 can be empirically approximated as:

Tf -_ 5S (4)

where S is the surface area in the unit of square wavelength. The set-up time is proportional
to the problem size linearly. But the matrix-filling time for a full matrix is proportional to
N

2
.

The solution time T,.o,, in the unit of second for each angle can be approximated as:

T~jv= 0.O5Slog(S) (S11 + 1oPenS112)log I .1 I 1 (5)E a \r-j.

where S is the surface area in the unit of square wavelength, I.,- is 1 for open targets, and
0 for closed targets, E is the relative residual error for iterative solvers, a is the average edge
length, and rmin is the minimum aspect ratio (the aspect ratio is always less than one).

In (5), we use the fact that the CPU time per matrix-vector multiply using MLFMA is
O(N log N) or O(S log S). For closed targets, CFIE (combined field integral equation) [12] is
used to reduce the number of iterations. The number of iterations needed for CFIE increases
slowly when the problem size increases, and can be approximated by O(N

1
/
4

) or 0($1/').
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But for open targets, only EFIE (electric field integral equation) can be used. It converges
much slower than CFIE for the same problem size where the number of iterations needed is

proportional to N'1 2 or S11
2

. CFIE is mandatory for closed surfaces, because it removes the
nonuniquess problem at the internal resonant frequencies of the closed structure. In addition.
it provides a second kind integral equation which is well-known to be better conditioned
compared to the first kind integral equation offered by EFIE [13].

When e = 0.01, a = 0.A, and rin "" 1, the solution time T 0olv, can be simplified as:

T 0,o ý- O.1Slog(S)(S'1
4 

+ IoP_,S
112

). (6)

In Figure 2, we plot 3 curves as a function of S. The first curve (solid line) is for set-up

time calculated using Equation (4), and the second and third curves (dash lines) are for the
solution time calculated using equation (6) with Iop,, equals to 1 (EFIE for open target), and
0 (CFIE for closed target), respectively.

Therefore, the total CPU time for FISC can be written as:

Ttot. = Nf,,n(TYsn + AN.cN+,.T~o1 ), (7)

where Nfreq is the number of frequency points, N- is the number of incident angles. and Npoi
is the number of polarizations. Since the previous solution with phase correction is used as the
initial guess for the next incident angle in FISC, the CPU time in the second part of Equation
(7) increases slower as the number of incident angles increases. When the Advanced Feature
1 (approximation of bistatic RCS to monostatic RCS) is used, the number of incident angles
used for iterative solutions can be further reduced. For example., 30 incident angles were used
to calculate the monostatic RCS of VFY218 at 1 GHz from 0 to 180 degrees with 900 points.
Similarly, the Advanced Feature 2 (frequency interpolation) can be used to reduce the number
of frequency points.

4. FISC Scaling Results

In this section, FISC numerical results used to get the approximated FISC requirements
scaling are given. In Figure 3, we plot the estimated FISC memory requirement calculated
using Equation (3) and the memory used from our tests. In Figure 4, we plot the estimated
FISC set-up time [Eq.(4)] and solution time [Eq.(6)], the set-up time used, the solution time
used [normalized to Eq.(6)]. These FISC results come from spheres with electric different size,
VFY218 at different frequencies, bi-cones, closed cylinders, trihedrons, etc.

5. Summary

The scaling properties of the CPU and memory requirements of the fast Illinois solver
code (FISC) are given. This code is developed with an iterative solver based on the multilevel
fast multipole algorithm (MLFMA) applied to solve a surface integral equation.

The number of unknowns scales approximately as the surface area of the scatterer, or

N - 350S (.A)2 where S is the target surface area in the unit of square wavelength, and a
is the average edge length.
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FISC CPU Time Requirement
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Figure 2. FISC CPU time (set-up time and solution time) requirement as
a function of surface area. The solid line is for set-up time calculated using
Equation (4), and the dash lines are the solution time calculated using equation
(6) with itg , equals to 1 (EFt E for open target, long dash line), and 0 (sFIE
for closed target, short dashed lines), respectively.

The memory requirement scales approximately as the number of unkmowns, and hence, the

surface area of the scatterer. The memory requirement is approximately 0.75S [0.2 + 0.8 I
MB of memory.

If one CPU of SCI CR.AY Origin2000 is used, for each frequency, FISC needs the set-up
time Tasuý- 5S (seconds), and solution time Tsoive =0.1Slog(S) (S'/' + 1op,,,S11') (seconds) for
each angle. This formula is true for non-resonant structures.

CFIE is de 7igneur for scatterers with closed surfaces. It yields a formulation with second
kind integral equation with better condition numbers, and hence requiring a smaller number
of iterations. The number of iterations required, Ni, scales as N'14 in this case.

For scatterers with open surfaces, our only choice is to use EFIE which is a first kind
integral equation with worse condition number than a second kind integral equation. The
number of iterations required, Nj scales as N'11 in this case.

The scaling properties of Nit., at this point is empirically derived via numerical experi-
mentation of very large scale computing problems. It calls for a more theoretical analysis to
arrive at these scaling properties.
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In addition, FISC uses a triangular facet model with complete connectivities and good
aspect ratio. Furthermore, two advanced features in FISC can be used to reduce the total
CPU time for multiple incident angles and/or multiple frequencies.
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I. Introduction

Determining the behavior of electromagnetic and acoustic fields in inhomogenevous domains is a difficult
yet important problem. Generally, a moment method solution of the volume integral equation is used [1]
since the radiation condition is automatically satisfied and multiple excitations can be efficiently accom-
modated. The difficulty with this approach is the computational and storage requirements associated
with the technique, which can become excessive when simulating electrically large structures.

This paper presents a technique, known as the Recursive Greens Function Method (RGFM). for ef-
ficiently solving the scalar wave equation in inhomogeneous domains. The technique is derived from a
one-dimensional formulation which was originally applied to optical waveguide analysis [2] [3', and it is
very similar to the Nested Equivalence Principle Algorithm (NEPAL) (4]-[5] and the nested dissection
approach for finite element analysis [6]. The approach uses a recursive formulation to construct the
domain Greens function from known Green's functions on subdomains. Surface integral solution tech-
niques are then used to compute the fields interior or exterior to the inhomogeneois medium for any
source configuration. If only exterior fields are required, the algorithm has asymptotic computational
complexities of O(N

5
/

2
) and O(N

2
) in two- and three-dimensions respectively and a storage requirement

of O(N).
The paper presents a brief derivation of the algorithm and discusses its efficient implementation.

Results of its application to several configurations found in electromagnetic and acoustic analyses are
then shown. Where possible, results are compared to exact solutions or to results obtained from a
moment method (MOM) solution of the volume integral equation. These comparisons demonstrate the
excellent computational resource utilization and accuracy of the method.

II. Green's function construction

The problem consists of an incident wave 0`n1(r) illuminating a finite-sized inhomogeneous region Q'
embedded in an otherwise homogeneous space W., as implied in Figure 1. The boundary between the
two regions is denoted as Wl7V. The field propagating in either region satisfies the general Helmholtz
equation

{V- p-(r)V + p-1(r)k2(r)} e(r) = 0 (1)

where 'y = i,o for r E Q',' and k(r) is the spatially varying wavenumber. If r E P'. k(r) = k,. the
homogeneous-space wavemonber. The term p(r) is defined as

1 transverse magnetic (TM) fields

p(r) = er(r) transverse electric (TE) fields (2)

mr(r) (mass density) for acoustic fields.
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Figure 1: (a) Inhomogeneous domain Q' embedded in the otherwise homogeneous space 0'° along with
the divisions required for the RGFM. (b) Two adjacent sections to be combined into a single section
using the RGFM.

Consider now the Green's function GY(r,r') which is a solution to the equation

{V- p-
1

(r)V + p-1(r)k2(r)} G"(r,r') = -6(r - r') (3)

where 6(.) represents the Dirac delta function. Knowledge of G7 allows construction of 01 using integral
equation formulations [1]. However, for the inhomogeneous domain i', construction of this Green's
function generally requires a costly solution of a volume integral equation. To avoid this problem, we
first divide the domain Q1' into N subdomains flp, 1 < p < N, as implied in Figure 1(a). Within nlp,
we assume that k(r) = kp and p(r) = pp remain constant so that the Greens function Gp on flp can
be constructed analytically. To simplify the algorithm formulation, we will assume that Gp satisfies
homogeneous Neumann boundary conditions on OQ,.

To begin, consider the situation depicted in Figure 1(b) where G1 and G2 are known on two adjacent
domains Q1, and (2 separated by the boundary B = fl1 n Q2. Let Gp, be defined such that

Gpq(r, r') = Ge(r, r') r E (1p, r' -ng (4)

where p, q E [1, 2] and where Gz(r, r) represents the Greens function for the combined region Q1 = Ql, Ul1 2 .
First, we recognize that Gpp and Gp satisfy the same differential equation but satisfy different conditions
at B. Therefore, their first argument dependence must differ only by a homogeneous solution of Eq. (3).
Similarly, Gpq, p # q, must be a homogeneous solution of Eq. (3) in its first argument. These homogeneous
solutions can be constructed from the subdomain Green's functions, resulting in the expressions

Gpp(rr') = Gp(r,r') + I" dr"Gp(r,r")App(r", r') (5)

G,,,(rr') = J dr'Gp(rr")Ap,(r",r') P q (6)

where the Apq represent unknown functions.
With these representations, we now enforce continuity of the normal derivatives of Gpq at the interface

B. Using the forms in Eqs. (5) and (6) leads to

lim /r -G(r, r")Ap,(r", r') lim dr" -Gq(r",r)Aqq(r" ,r')
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where p 0 q, r1 E B, and n represents the coordinate normal to B. Note that this expression has
used the boundary condition aGq(rB, r')/an = 0. Since the derivatives within the integrands involve the
situation where the source point r" is on the interface as the observation point approaches B we must
use the jump condition [7] in conjunction with the Neumann boundary condition. For the geometry in
Figure I(b), this condition provides the expression

lira I aG(r. r") =±6(yt - y")6(zp - z") (8)

where + and - are used for p = 1 and 2 respectively. Substitution of these results into Eq. (7) results in
Apq(rB,r') = -Aq,(rB, r') for p # q. Using this result in Eqs. (5) and (6) and enforcing the continuity
of the GPq across B leads to the expression

Gq(rss,r') = - lB dr" [Gp(rp. r") + Gt(rs r")] Aqq(r", r'). (9)

To solve Eq. (9) for A.q, we project the r and r' dependence of Gp and G. and the r' dependence of
A., onto basis sets complete on either 0flp or Oflq, and the r" dependence of Ag5 onto a basis complete

on B. For simplicity, we assume the basis functions are of compact support. With this representation.
let gp represent the matrix of coefficients for the series representing the function GC. with g. representing

the matrix of elements for which r, r' E B and 9p representing the elements with r e B and r' E aQp.
Then solution of Eq. (9) results in

aqq= + g,)-'gq = -Tg, (10)

Inserting a., into discrete forms of Eqs. (5) and (6) results in the matrix expressions

g 5p = gp - gTgp gpq = TF (11)

where t denotes a transpose.

This final result completely specifies Gp, and therefore G' in terms of G, and G 2 . Consider now
that the entire domain in Figure l(a) initially consists of N unit cells. Each pair of adjacent cells

can be combined using the procedure outlined above to form N/2 new Green's functions. These new

Greens matrices can be combined in pairs, and the procedure recursively repeats itself to form a single

Greens matrix for the domain. Boundary fields can be obtained by MOM solution of a surface integral
formulation. To obtain external fields only. then Green's function values where the source and observation

points lie on the boundary must be computed, resulting in storage costs of O(N) and computational

requirements of O(N
3
/

2
) and O(N

2
) for two- and three-dimensional domains, respectively. If internal

fields are desired, then values for the observation point interior to the domain must also be generated
and stored, resulting in computational complexities of O(N

2
) and O(N

7
/

3
) and storage requirements of

O(N
3
/
2

) and O(N
4

/
3
) for two- and three-dimensions. respectively.

III. Computational examples

A. Circular Cylinders

We first apply the RGFM to examine scattering from a circular cylinder with two layers in the radial

direction (e, = 1.5 for p <= 0.2A and , = 3.0 for 0.2A <• p < 0.4.,), as indicated in the inset of
Figure 

2
(a). The curves in Figure 2(a) compare the bistatic scattering width from the eigenfunction

series solution with that obtained using the RGFM and volume MOM. For these latter two cases, the

geometry is modeled using a 16 x 16 grid with a stair-stepped approximation to the cylindrical surfaces.
For this geometry, the RGFM results agree favorably. although there is some error in the forward- and
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Figure 2: (a) Bistatic scattering width (TM case) for a two-layer circular cylinder with e, = 1.5 for
p < 0.2)\ and E, = 3.0 for 0.2A 5 p • 0.4A. (b) Bistatic scattering width (TE case) for the two-layer
circular cylinder studied in Figure 2(a).

back-scattered directions which is likely due to the stair-step discretization of the surface. The error in
the results from the volume MOM indicate that this method has more difficulty in accurately representing
the field behavior for this structure.

Figure 2(b) illustrates the scattering from the same two-layer circular cylinder for a TE incident field.
In this case, the RGFM results for two different grid sizes - 16 x 16 and 32 x 32 - are compared to those
generated with the exact eigenfunction solution. Because the back-scattered fields are very weak for this
case, a higher grid resolution is required in order to obtain high accuracy in this region. However, with
this increased grid resolution, the RGFM results agree very well with the exact solution.

To investigate the RGFM effectiveness in computing fields internal to the structure, we apply it to
the case of a simple homogeneous cylinder of radius a = 0.8;k and permittivity E, = 3.0. For the case
of a +x-traveling incident TM plane wave, the fields computed using the exact series solution and the
RGFM axe plotted in Figures 3(a) and (b), respectively. As can be seen, the two results are in excellent
agreement. This example serves the illustrate the RGFM accuracy in computing internal fields, a result
which proves useful in many studies including inverse scattering and biomedical applications.

B. Synthetic Seismograms

The RGFM can also be used to compute seismograms for acoustic pulse scattering. Consider the geometry
shown in Figure 4, which depicts a square inclusion embedded in an otherwise homogeneous medium.
Two different cases are considered: 1) all four regions in Figure 4 are identical, and 2) the four regions
have different material properties, as indicated in the figure caption. In this case, the surrounding medium
has a velocity of 2 km/s and a density of 2000 kg/m

3
. A hine source excitation emits a pulse whose shape

is given by

s(t) = - exp -2cs (12)

where a = 2.5 ms and t. = 4a. This pulse contains no zero frequency components, has a bandwidth of
approximately 256 Hz, and possesses a dominant frequency of 68 Hz (29 m dominant wavelength). 64
receivers are used to record the scattered signal. Figures 5(a) and (b) illustrate the synthetic seismograms
for each of the two cases described. As can he seen, the seismograms for the two inclusions are similar,
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Figure 3: Internal (and near) fields for a homogeneous circular cylinder of radius a = 0.8,A and permit-
tivity er = 3 computed using (a) the eigenfunction series solution and (b) the RGFM.

although the inhomogeneous domain results in a noticeably stronger late-time return due to the strong
reflection from the last interface.

IV. Conclusions

We have presented a novel numerical technique for analysis of the electromagnetic behavior of inhomo-
geneous dielectric domains. The methodology allows efficient construction of the Green's function for
the domain which can subsequently be used in surface integral formulations for the fields. Numerical
results show that the RGFM faithfully constructs the Green's function for inhomogeneots domains and
provides highly accurate results for scattering from various cylindrical structures.
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Figure 4: Geometry for computing synthetic seismograms using the RGFM. In the first case, regions 1-4
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Figure 5: Synthetic seismograms for the square inclusion shown in Figure 4 for the two cases described.
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Abstract

The applicability of the steepest descent fast multipole method (SDFMM) to the analysis of scattering
and radiation from a large class of quasi-planar strnuctres. including rough surface, gratings, and microestrip
antennas, is demonstrated in this paper. The SDFMIM was first devised for the fast solution of scattering from
perfectly conducting rough surfaces. Here. the technique is extended and applied to the analysis of scattering
and radiation from arbitrarily shaped, multi-region penetrable and perfectly conducting quasi-planar structures.
This technique promises to open the door to accurate full-wave electromagnetic analysis of much larger and
more complex problems than is possible with preailing techniques.

1 Introduction

The analysis of electromagnetic scattering and radiation by perfectly conducting and penetrable quasi-planar
structures is a topic of fervent current interest. The study of rough surface scattering ha-s applications in remote

sensing, long-range communications, and surface physics. Simulation of gratings is necessitated in the design of
diffractive optical elements and quantum well infrared photodetectors. The prediction of radiation and scattering
from microwave circuits and multilayered patch antennas is essential in the design of communication systems. The

analysis of electromagnetic phenomena involving large-scale quasi-planar structures requires efficient and accurate
numerical techniques. The most popular approach for analyzing scattering and radiation from such structures
relies on integral equation formulations and method of moments (MoM) based solution techniques, although finite
difference time domain and finite element methods are also employed. Unlike the latter two techniques which
require discretization of the entire volume of the structure under study, surface integral equation techniques utilize
basis functions only on interfaces between homogeneous regions, thereby reducing the number of unknowns

The application of the MoM to solve surface integral equations leads to a matrix equation involving a dense
matrix. For large problems, solution of the MoM equations using direct inversion is impractical due to the large

CPU time and memory requirements associated with this procedure. The iterative solution of the MoM system is
also a time consuming process, with both the number of operations per iteration and the memory cost associated

with storing the matrix scaling as 0 (N 2
), where N is the dimension of the system. To expedite the iterative

solution of electromagnetic scattering problems, researchers have exploited the underlying structure of the Green's

function kernel and have developed techniques that facilitate the fast computation of MoM matrix-vector products

We have recently reported on the development of the steepest descent-fast multipole method (SDFMM) [1]
for the analysis of scattering from perfectly conducting rough surfaces The SDFMM, a numerically rigorous

technique, exploits the quasi-planarity of rough surfaces, to reduce the computational costs per iteration and
memory requirements to O(N). In this paper, the SDFMM is extended to the more general and complex problem

of scattering and radiation by arbitrarily shaped quasi-planar structures comprised of multiple homogeneous regions
with penetrable or perfectly conducting interfaces.

A combined field integral equation (CtIE) formulation [2] is utilized, and terms arising in an MoM matrix-vector

product are cast in the form of discrete inhomogeneous plane-wave expansions arising from the representation of the

pertinent Green's function along steepest descent paths and from the use of the FM M As opposed to the electric

current-based formulation for analyzing perfectly conducting surfaces reported earlier in Ref [1], both electric and

magnetic surface currents need to be incorporated into the multilevel formulation, and independent fast multituole
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Figure 1: A multi-region quasi-planar structure excited from free-space. Two other homogeneous regions are
shown. Interfaces are either penetrable or perfectly conducting (striped). The structure is quasi-planar, i.e., its
lateral a-y dimensions are much larger than its extent in the z- direction.

and steepest descent representations are required for each region. Furthermore, identification of independent
basis functions and enforcement of appropriate boundary conditions are incorporated through another matrix
transformation. The SDFMM permits the solution of scattering and radiation from extremely large and complex
structures within realistic times. These include large microstrip patch arrays with finite substrates and ground
planes modeled using 90,000 or more MoM basis functions, and dielectric rough surfaces modeled using as many
as 190,000 MoM basis functions.

2 Integral Equation Formulation for Scattering by Penetrable and
Perfectly Conducting Quasi-Planar Structures

To formulate integral equations for analyzing scattering and radiation from multi-region penetrable or PEC struc-
tures, we follow the approach outlined in Ref.[2]. Throughout this paper, a temporal dependency of e-it is
assumed and suppressed. A finite multi-region quasi-planar structure is shown in Fig. 1. For the purpose of illus-
tration, three homogeneous regions are shown, with region 1 being free-space. The formulation and implementation
permit an arbitrary number of regions RT. The interface between any two regions can be a penetrable boundary,
a perfectly conducting boundary, or a segmented combination. In general, incident electric and magnetic fields
Eq-(r) and H)OC (r) excite the structure from region q, and equivalent electric and magnetic surface currents J3(r)
and Mq(r) are impressed on the surfaces bounding each region 9, q = 1, .. , RT. In what follows, ec and p5 represent

the permittivity and permeability, respectively, of region q. Also, k. = wy?7v-fi, and 7T =,9/77 The scattered

fields produced in each region can then be written as:

V '(r) = LJ3(r) - K(M 5 (r) (ia)

H,"'(r) = IlCJ3(r) + - 0 LnM,(r) (1b)

where the operators L. and K. are defined by

LqX(r) = / ds' (-iwpo X(r') + -2 VV'. X(r')) g,(r,r'), (lc)

KqX(r) = j ds'X(r') x Vg,(r,r'), (1d)

and g.(r, r') is the scalar Green's function

g, (r,r)=e
€ikflr-r'l

435r-r'l (le)
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The overall CFIE can be obtained by enforcing constraints on the fields and currents Specifically, one equates
tangential components of total electric and magnetic fields across a penetrable interface, and enforces zero total

electric field on a perfectly electrically conducting (PEC) boundary. An independent set of currents is obtained

by introducing the constraints that equivalent currents are equal and opposite across a penetrable interface, and
that magnetic current is zero on a PEC surface. The enforcement of these constraints will be discussed in the next
section.

The solution of the constrained CFIE yields the electric and magnetic surface current densities 3, (r) and

M, (r). Once the current densities have been obtained, radar cross sections (RCSs) can be computed.

3 The Steepest Descent-Fast Multipole Method

To solve the constraint-imposed version of (Eqn.(l)), the unknown current densities J. (r) and M, (r) are approx-
imated in terms of linear combinations of a set of basis functions j 5,_ n = 1. Ný as

N,
J, (r) I•,,• J,- (r) ,.(2a)

M, (r) Iý,. j,. (r) .(2b)

The total number of possible basis functions N equals 2 ERv1 N, Let the number of independent basis functions

be Ni.d. Substituting the expansions into the CFIE, testing the equations with functions fq,,-, m = 1, ... , A, and

introducing the constraints, we arrive at the following full-rank matrix equation [2]

A.ATI,• Av. (3)

The Rao-Wilton-Glisson (RWG) basis is chosen for both isj and fq,,. Here, the MoM matrix Z possesses dimen-
sions of N x N and hae the form

R, ýEj 0 o .0= 0 0 L-, - . (4a)

o. .. ... .. ...

with the entries of the submatrices given by

Lq(m, n) = (fqI, iqjqv) < m, n <_ Nq, (4b)

kq(mn) (fq,,Iqj) I <_ m,n < A'5  (4c)

Also, a vector of coefficients I of length N is defined by

12 (5)1 = '.Ii (,

with the vector of independent coefficients limd, of length Nd, related to I as

I = ij.Tl_, . (6)
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The excitation vector V of length N is given by

vfvE,
I= V2v

H v t (Ta)

where

V,/= H(fq,m, 'mC(r)) l<m Nq. (7c)

In the special case where the incident field is purely in region 1 (free-space), only the first two subvectors if V are
non-zero. The rectangular matrix A of dimensions Nmn,z x N is a sparse matrix that is used to enforce boundary
conditions on fields, and relate dependent variables to dependent ones, as in [2,3].

An iterative solution of Eqn.(3) is expensive, since both the CPU time per iteration and the memory scale
as O(N

2
). For large scale problems, one needs to develop efficient fast algorithms to alleviate the computational

burden. To this end, the SDFMM is introduced, based on our earlier work on electric field integral equations for
perfectly conducting surfaces [1]. The key differences between the penetrable surface problem considered here and
our previous work are that (i) both electric and magnetic currents feature in the equations, (ii) both electric and
magnetic fields need to be evaluated in a multilevel manner, and (iii) each homogeneous region requires a different
Green's function and therefore has to be treated separately.

In a single level implementation of the multi-region SDFMM, the quasi-planar structure is embedded in a
block, which is then subdivided into smaller blocks in the x- and y- directions. A matrix element is classified as
a near-field element if the corresponding basis and testing functions reside in blocks which are separated by less
than a pre-specified number of blocks. All other elements are termed far-field elements. This classification is used
to formally decompose the impedance matrix Z as

Z = Z+ Z"(8)

where 2' and 2" contain near- and far-field interactions, respectively.
In the SDFMM, the action of 2' on a vector is computed classically. However, the product of 2" with a vector

is computed indirectly and rapidly, without ever generating the matrix. This procedure is briefly summarized here.
The three-dimensional dynamic scalar Green's function gq(r, r') is first expressed in a contour integral form, using
the Sommerfeld identity. This integral can be evaluated efficiently through a steepest descent path integration.
Moreover, a Hankel function appearing in the integrand is expanded in the spectral domain using the addition
theorem. This overall steepest-descent fast multipole expansion can be used to efficiently represent terms arising
in the product of 2" with a trial vector in the following manner [4]

i ,.d,q q r

(f5 ,m, L5 j(s) = ~~2  1 Z • wizscm k4JsI] dr fseek[2)lrr') (9)
j=1 j Im

j - r,) ( - -r 4lcV)) f dr' js,neik°lsjl>'-

and

S1,,d.q = -1d fww - k(ij) dr (f, x k'j))eik(•,)'lr-r' (10)

Tjj'q(re - r,) L dr' jg,ne•e').(r-r)
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Figure 2: (a): Co-polarized scattering coefficient. (b) Croos-polarized scattering coefficient.

Here, k~') are complex wavenumbers,and 7,dq and wsdq are the number ofpoillts and integrarion weights associated

with integration along the steepest descent path of the Sommerfeld integral representation of the free-space Green's
function [1]. Source and testing block centers are denoted by r, and rt, respectively The translation operator

hj,, (rt - r,), integration weights u""7', and number of harmonics P, arc analogous to those defined in well-
known fast multipole algorithms. "hNie computing a matrix-vector product, source and observation terms can
be grouped independently (through their plane-wave spectra) rather than by individually combining the effect of
single source-observer interactions. Furthermore, plane-wave spectrum information at different levels is recycled,
as in standard FMMs. These steps result in substantial CPU time and memory savings.

In a multilevel SDFMM, the rough surface is recursively divided into blocks, by hierarchicall, partitioning a
block (the parent) at a coarse level into four blocks (the children) at a finer level Plane-wave expansions are
shifted to centers of parent blocks, and incoming spectra are shifted to centers of child blocks Such an operation
is termed an FMM tree traversal. Distinct translation operators and steepest descent rules are utilized at each
FMM level. For an RT region problem, RT separate FMM trees and tree-traversals are necessitated. Moreover,
it can be shown that the effect of both the electric and the magnetic surface currents in a particular region can
be accounted for through a single tree formation and traversal. Also, magnetic fields at the observer locations
are obtained through transforming each plane-wave component of the computed electric field. Earlier, we have
rigorously shown that the computational complexity and memory requirements of the SDFMM when applied
to the analysis of scattering from perfectly conducting rough surfaces are O(N) [1], This proof can easily be
extended to the present problem. In effect, the SDP integral representation of the Sommerfeld integral reduces the
original three- dimensional problem to a quasi-two-dimensional volumetric one, with the ensuing improvement in
computational complexity.

4 Simulation Results

In this section, several numerical results are presented which demonstrate the efficary of the SDFMM in analyzing
scattering and radiation from penetrable and PEC quasi-planar structures The computing platform used is a
single R8000 processor on an SGI Power Challenge, with 2 Gbytes of RAM and an average in-program throughput
of 60 MFlops. A TFQMR iterative solver is used with both the SDFMM and the MoM

The first example involves a Monte-Carlo simulation over an ensemble of 50 PEC rough surfaces, and illustrates
the utility of the SDFMM in solving multiple moderately sized problems rapidly Fact Gaussian surface is of sire
5.g9A 5.9A with \ being the free-space wavelength, has a root mean square height of 0.50 and a correlation length of
1.5t. The number of MOM unknowns associated with each problem is Nj,,5 = 10, 325 The overall solution for all
50 problems using the SDFMM requires 52 CPU hours Figure 2 depicts the non-coherent portion of the bistatic
scattering coefficient, for a Gaussian beam incident at an angle 0 = -10'. The phenomenon of backscattering
enhancement associated with rough surfaces is clearly observable in both the co- and croa-polarized scattering
coefficients
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Figure 3: (a): Copolarized bistatic RCS. (b): CPU time for a matrix-vector product. (c): Memory requirements.
(d): Setup time.

Scattering from dielectric rough surfaces is studied in the next example. Here, a very large rough surface,
possessing an area of 162'), a root mean square height of 0.4,), and a correlation length of 1.5A is analyzed using
the SDFMM. The number of MoM basis functions is Nisd = 151,046. The surface is an interface between free-
space and a homogeneous region with e, = 2. A Gaussian beam is incident from the free-space side at an angle
of 0 = -100. The bistatic RCS, including a specular peak, is shown in Fig. 3(a). The CPU time and memory
requirements of the SDFMM are examined by applying it to progressively larger dielectric rough surface problems.
The rough surfaces have the same statistics and material as the above example. Fig. 3(b) depicts the CPU time
required for a matrix-vector product. The CPU time required for direct matrix-vector multiplication, in a standard
iterative solution of an MoM system of equations, scales as O(N

2
). The SDFMM, on the other hand, requires CPU

time proportional only to O(N). A standard iterative MoM solution entails storage of the entire MoM matrix.
This leads to prohibitively large O(N

2
) memory requirements, as can be seen from Fig. 3(c). With 2 Gbytes of

memory, the largest solvable problem would have approximately Nid = 16,000 unknowns. The SDFMM has far
more economical memory requirements, scaling as O(N). A problem involving Nied = 191,000 unknowns was
accomodated in 1.8 Gbytes of memory.

The overall CPU time required to solve the integral equation consists of two dominant portions. One is
proportional to the product of the cost of a matrix-vector and the number of iterative steps required. The second
is the initial setup time, which in the case of a standard MoM is the matrix-fill time, while for the SDFMM, it is the
matrix-fill time for the near-field part Z' and the inhomogeneous plane-wave projection generation time for the far-
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Figure 4: (a) 10 x 10 microstrip array with a finite substrate and ground plane. (b) Bistatic RCS (00) for a
normally incident plane wave.

field portion. As shown in Fig. 3(d), the setup time rises extremely steeply, with an O(N2) growth for the standard
MoM, and is as high as 200 minutes for a moderately sized 10,000 unknown problem. The SDFMM has a far more
gradual O(N) growth. The speedup and memory savings become dramatic as the problem size increases: for an

.Nid = 191,530 unknown case, a standard iterative MoM solution would entail practically impossible CPU time
requirements of 80 minutes per matrix-vector product, 1,200 hours for matrix fill, and would require 325 Gbytes of
memory. The SDFMM correspondingly needs only approximately 14 minutes for a matrix-sector product, 3 hours
for setup, and 2 Gbytes of memory.

Finally, we apply the multi-region SDFMM to analyze scattering from a large microstrip patch array (Fig.
4(a)). The overall dimensions of the finite substrate (r, = 2.17) are 6.15 × 6.15 A 0.05A. The 10 x 10 microstrip
array, the substrate, and the finite ground plane below the substrate are modeled using a total of N = 92, 280
MoM basis functions, with Nid = 41,952. The bistatic RCS for a normally incident plane wave is depicted in Fig.
4(b)).

5 Conclusions

A new multilevel algorithm, the SDFMM, has been shown to permit the rapid analysis of scattering and radiation
from multi-region penetrable and PEC quasi-planar structures with O(N) time and memory requirements Due
to the dramatic speedup and memory savings possible, it is expected that the SDFMM will become a tueful tool
in a variety of applications, including microwave circuit and optical component design, rough surface analysis, and
the analysis of rough surfaces and infrared detectors.
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Abstract

We describe some aspects of an iterative solution strategy implemented in the AIM solver,

which reduces memory and disk space requirements.

1. Introduction

With the advent of fast algorithms for solving Maxwell's equations in the integral form,

the issue of establishing effective multiple right hand sides (m.r.h.s.s.) iterative procedures

is becoming increasingly important. The most frequently used iterative methods, the

minimum-residual (MINRES) algorithms, create a set of Krylov subspaces, over which

residual norms are minimized simultaneously for a number of r.h.s.s. For problems of tens

or hundreds thousands of unknowns and many r.h.s.s the resulting high dimensions of

Krylov subspaces may lead to prohibitively high memory requirements.

Although the total computational time is minimal when the entire Krylov subspace

is stored in memory ("long sequence" iterative strategies), we may be forced, when the

resources are limited, to trade the storage space for the computation time. In this case it

is necessary to develop an approach which would allow to restart iterations with a possibly

small loss of the computation time. We refer to such methods as "short sequence" iterative

strategies. We describe here such a solution strategy currently implemented in the AIM

solver [1].

2. Choice of minimum number of right-hand sides and Nyquist theorem

While in the "long sequence" iterative method implemented in AIM we are essentially free

to choose any set of r.h.s.s, that choice becomes essential for a satisfactory performance

of the "short sequence" algorithm. In this case it is advantageous to reduce the number

of r.h.s.s to the mimimum set necessary to reconstruct all the solutions in the required
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angular range. We discuss now how to determine a "minimal" vector basis in the solution

space such that all other solutions in the considered angular span can be expressed. with

the desired accuracy, as linear combinations of the basis solutions.

We start with the observation that, for sufficiently smooth objects. solutions (i.e..

currents on the object surface) are of finite bandwidth: they do not oscillate more rapidly

than the incident wave. Under such circumstances, the solution on the object of size L

can be represented by its values at NNyq - 2L/A discrete points with the spacing A/2

in the direction of the oscillations (the Nyquist theorem). Equivalently, the solution can

be represented by its discrete Fourier transforms, in which the wave number spacing is

Aq - 27r/L and the maximum wave number value qmg - (L/A) Aq = 27-/A - k, is equal

to the incident wave number k. Now, a solution induced by a wave incident at an angle ca

(Fig. 1) displays, in the direction of L, an oscillator, pattern corresponding to the wave

number q = k sin a. Hence, the resolution Aq - 27r/L in the wave number corresponds to

the angular resolution Acs - Aq/k, i.e.,

(Ao)Nyq A/L . (1)

We refer to this quantity as the "Nyquist angular spacing". The arguments just given

suggest that in order to obtain a minimal set of solutions it is necessary to choose a set of

incident waves with the Nyquist angular spacing.

k = 2n/2,

q q -kin a

L

Fig. 1: A schematic representation of a solution with the wave number q induced by an
incident wave of the wave number k.

To make the above reasoning more quantitative, we consider a system of N linear

equations for s right hand sides

AxP =b 5 , p=1. s, (2)

with a complex N x N matrix A and complex N-component vectors rP and bp.
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We assume that the right-hand sides b, represent incident plane waves with wave

vectors in a certain angular range Q. We further denote by X the space spanned by

the full set of s solutions, X = span(x1 ,x 2 ,... x.), and by Xý the space spanned by a

certain n-element (n •5 s) subset of solutions, X, = span(xi, x2 ,I... Xi), such that the

set of vectors xp E X can be approximated with the required tolerance 6 by its orthogonal

projection flX on the space Xn, in the sense that

SizX, - fixý x,1II 1 1ix, - x,,,I112 • 6:5 iix,H
2

. (3)
p=1 p=1 p=1

The relevant practical question now becomes: what is, for the given tolerance 6, the

minimum dimension n of all the spaces X. satisfying the condition (3)? We refer to it as

the "critical dimension" n.(X, 6) for the given problem.

Clearly, the rigorous answer to this question can only be obtained a posteriori, i.e.,

after the solutions have been found. The angular resolution estimate, Eq.(1), suggests that

Q QL
nC, Nyq(X) (A- )Nyq A (4)

This estimate can only serve as a rough first guess, especially since the "object size" L is

not precisely defined. We propose, however, another, more reliable (and computationally

inexpensive) phenomenological estimate, which we developed and successfully tested in

conjunction with the mGCR (multiple right hand sides Generalized Conjugate Residuals)

algorithm, described in Appendix A.

The procedure consists of solving an auxiliary, significantly simpler problem of finding

the minimum dimension of subspaces B5 approximating the corresponding set B of right-

hand sides {bl, b2 . b,} in the sense of Eq.(3), i.e.,

>11 b,, - II,,. b,,II' < P~5 ibi (5)
p=1 p=1

The physical justification for the validity of such a procedure is based on the observation

that, especially for large problems, solutions are qualitatively similar to the right hand

sides. (This is particularly true when the physical optics approximation is valid, since

then the currents on the illuminated surfaces are proportional to the incident fields.)

We observe now that subspaces B, satisfying the condition (5) can be constructed by

using the mGCR algorithm with the tolerance 6 and with the impedance matrix A replaced

by the identity matrix I. Indeed, in this case the vectors u and v spanning the variational

443



spaces U. and V., are identical, and they are linear combinations of the right-hand sides.

i.e., the space U. = Vn is also identical to B.. The conditions (5) and (A.2), with the

definition (A.1), are then equivalent.

Thus, the mGCR algorithm, after reaching the prescribed tolerance 6 in some number

nit of iterations, finds a nit-dimensional subpace B,, spanned by a subset of right-hand side

vectors, such that all the right-hand sides bp E B can be approximated with the accuracy

6 by vectors in B,,. We have verified by numerical analysis (modifying the algorithm

selecting r.h.s.s in the mGCR method) that nit is a good estimate of the minimum (critical)

dimension n,(B, 6) of all spaces B. satisfying the condition (5).

The evidence accumulated in the course of our analysis indicates that the critical di-

mension n,(B, 6) depends almost entirely on the geometrical problem size, and exhibits a

weak, approximately logarithmic, increase with the decreasing tolerance (due to an expo-

nential fall-off of the residual norm for a large number of iterations). Our findings can be

summarized in a simple semi-empirical formula

nc(13, J)s- Q ( •+ cloglo• , (6)

where Q is in radians, L is the effective object size, and c is a problem-dependent constant

of order 1. For large problems the tolerance-dependent term is of marginal relevance, the

essential component being the term proportional to the angular span and the object size.
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0 0.2 0.4 0.6 0.8 1 1.2 1.4

V

Fig. 2: Convergence histories (with A = I) for a variety of problems, plotted as functions
of the rescaled number of iterations v.
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Fig. 2 shows a more systematic analysis of convergence histories for a wide variety of

systems, as functions of the rescaled number of iterations v = -• n . According to Eq.(6),

if the exponential tails of the convergence curves are disregarded, all the convergence

histories, plotted as functions of v, should fall close to a single universal curve; indeed, we

find this feature in Fig. 2, where the problems 1 through 5 are:

1. a 5A x 2A plate positioned in (x,y) plane, N = 2,930, Qi = 900, 00 :5 Oi • 5 900;

2. a 10\ x 10 A plate positioned in (x, y) plane, N = 29,800, Oi = 00, 00 < i• 900;

3. the almond-shaped body of length about 5 A, N = 9,978, Oi = 900, 00 • 4i • 1800;

4. VFY218 fighter at 500 MHz, about 25A long, N - 98,967, Qi = 90', 00 •< €i • 1800;

5. VFY218 fighter at 1000 MHz, about 50A long, N = 318,911, Oi = 900, 00 < Oi -• 90'.

The actual critical dimensions n. for these system range from about na = 8 to about

nc = 160. In all cases we took as L the maximum object size.

To summarize, the numerical evidence supports the estimate (6) for the minimum set

of right hand side required and is consistent with the simpler estimate (4) based on the

Nyquist angular resolution.

In the following Section we return to the problem of multiple-right-hand-side solution

strategies with "short iterative sequences". As we shall see, the concept of the minimum

dimension of the solution space is. in this case of particular relevance.

3. Short iterative sequences

For large problems (several tens of thousand unknowns), storing the full iterative sequence

may not be possible. It is also less advantageous than for smaller problems. The physical

reason behind this observation is that the solution spaces corresponding to nonoverlapping

sets of right-hand sides become more and more orthogonal as the space dimensions increase;

therefore, availability of solutions for one set of right-hand sides provides little advantage

in solving for another set.

Such circumstances require us to devise an efficient method for terminating and

restarting iterations. In what follows we describe a method which we implemented and

verified in conjunction with the mGCR algorithm:

(i) We select a set of right-hand sides, bp, p = 1,..., s, and apply to them the mGCR

algorithm as described in the Appendix A. We perform no more than some predetermined

number n of iterations, determined by the available memory.

(ii) We store on the disk the obtained set of approximate solutions solutions Xp,k (where

kr < n is the actual number of iterations), and the corresponding residuals rp,k = bp,k -

A xp,t. The residuals are a by-product of the mGCR algorithm, and require no additional
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computation. The sets of vectors u 6 Uk and v E Vk (which have been stored in memory)

are discarded.

(iii) If the required tolerance 6 has not been achieved, we repeat the iterative process for

the same as before set of r.h.s.s, with the initial s-dimensional variational spaces U, and

V, constructed, respectively, from the vectors xp,k and Yp,k -pk - 'p,k = A 'p,k"

The process continues until all the solutions have been obtained, with the prescribed

tolerance.

In order for the approach described above to be efficient, certain conditions have to

be met:

1. First, the directions of the incident waves representing the right-hand sides should

be spaced approximately as dictated by Nyquist theorem. If their angular spacing is larger

than the critical spacing, the variational space constructed from the solutions and residuals

is too small to restart the iterative process with no loss of accuracy.

2. Secondly, the sets of r.h.s.s should not be too large, because then the vectors

spanning the solution space are so dissimilar as to diminish the gain due to solving si-

multaneously for many r.h.s.s. In addition, for a given maximum length n of iterative

sequences, a large set of r.h.s.s may require an excessive number of restarts. Although it is

difficult to give herc a precise prescription for the size of the r.h.s.s set. a general guideline

is about 10 vectors, assuming the Nyquist angular spacing.

We discuss now the application of the above procedure to a test case of an almond-

shaped body [2], five wavelengths long, discretized with N = 9,978 unknowns. The almond

is positioned in the (x, y) plane, and the set B of the right-hand sides is defined by the cut

00 < 0i < 180', 0i = 900.

Fig. 3a shows the convergence history for a set of 19 r.h.s.s with the angular spacing

Ai --- 10', divided into 4 sets. We made here sufficient allocation to store the entire

iterative sequence for each set of r.h.s.s. As expected, the total number of iterations is

considerably larger than in the "long sequence" case, with the full spaces U and V retained

(300 compared to 155). On the other hand, the dimension of the variational space to be

stored has been reduced from 155 to 82.

Fig. 3b shows a similar convergence history, but with the length of iterative sequences

limited to 45 iterations. This limitation necessitates several restarts and each of the conver-

gence curves becomes a "zig-zag" line. Since the angular spacing of r.h.s.s, is sufficiently

small, we observe, within each r.h.s. set, no increase of the relative residual norm due to

the restart. However, the convergence slows down after restarts and the total number of

iterations becomes larger than in Fig. 3a (359 compared to 300). On the other hand, the

maximum allocation for the variational space decreased from the dimension of 82 to 52.
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Fig. 3a: Convergence history for 19 Fig. 3b: Convergence history in a prob-
r.h.s.s with Aoi = 100, partitioned lem similar to that of Fig. 3a, but with
into 4 sets, indicated by the numbers the iterative sequence length limited to
1,..., 4. The storage is sufficient obtain 45, and thus with restarts in each r.h.s.
solutions for each set in one sequence. set.

Finally, we checked that the 19 solutions with the angular spacing Aoi = 100 are,

indeed, sufficient to reproduce all the solutions in the range 00 < €i -< 180' with an

arbitrarily fine resolution: if the minimum solution set (together with the corresponding

residuals) is used to generate the initial variational space, no further iterations are necessary

to obtain all the remaining solutions.

The above examples illustrate some of the trade-offs in the speed of solution and

the required storage. For problems larger than shown here, however the "short" iterative

sequence strategy is usually more advantageous (and often remains the only possibility).

Appendix A. Multiple right-hand-side GCR algorithm (mGCR)

We describe here briefly a multiple right-hand-side variant [6] of the Generalized Conjugate

Residual (GCR) method [3,41, used in AIM.
The GCR method for a single right-hand side problem A x = b belongs to the class

of minimum-residual algorithms. In these algorithms x. (the n-th approximation to the
solution x) is found by minimizing the 12 norm of the residual r. =_ b - A Xn over x. E U,,,

where U, = span(b, A b_., A` b) is the n-th Krylov subspace. The defining features
of GCR are that the space Un and a related space Vn = AUn are built by constructing
two sequences of vectors spanning those spaces, {uk} and {Vk}, such that the vectors Vk

are orthonormal, and Vk = Auk. In terms of these vectors xn = k= , kv b. Equiva-
lently, since u, = A-' vk, we have x,n = A-i E' V VH b = A-'fl b, where 11., is the

projection on the subspace Vn.
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In the actual GCR algorithm a new vector ur+ 1 is added to the space U,. by first
taking u,+, = r., computing v' = Au',+i, and then orthonormalizing v', relative to
the previous vectors and simultaneously transforming u',+, to preserve their relation.

The mGCR generalization of GCR to multiple right-hand sides (a set of problems
AxP = b, p = 1,...,s) involves just one new element: in every iteration step the
new vector u'+1 is taken as the residual rp,, =- bp - Ax p,, having the largest norm. As
before, the n-th approximation to any solution xP is constructed as xp,, = A` 1 v bp.
This procedure minimizes the norm of each residual r,., separately, which is equivalent to
minimizing the "total residual norm" squares, defined as

Ir.l = I 11II1 = EI Ibp - A-i1 v bpl12
. (AA)

p=i pil

By construction, the norms Ir.I constitute a monotonically (although not sharply) decreas-
ing sequence, 1r11 > jr2 l > ... . The iterations are stopped as soon as the residual norm
satisfies the convergence criterion

Jr. 12: _62 t 11blp, 12(A.2)

p=1

where 6 is the desired tolerance.
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A Fast Moment Method Matrix Solver

Francis X. Canning
Kevin Rogovin
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1049 Camino Dos Rios
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1. Abstract.

This paper follows the spirit of ACES having roots in NEC. We present
results which are especially relevant to NEC, but which also have a broader
application. We present a method for computing electromagnetic solutions
faster when a frequency domain integral equation is being used. This
method will apply to certain other integral equations as well. In particular,
we assume the moment method matrix has already been computed, and we
find more efficient ways to store it and to invert it. That is, we have a matrix
solver which is more efficient than the standard one. This is accomplished
by finding and using hidden structure which occurs in all moment method
matrices.

This hidden structure in moment method matrices is quite simple to
compute with existing linear algebra methods. Blocks of the moment method
matrix are considered as matrices in their own rite. We use only blocks
which do not cross the main diagonal of the moment method matrix.
Examining these blocks using Singular Value Decomposition routines shows
that they do not have a full rank. In fact, to single precision accuracy they
can be approximated by very low rank matrices. Often, their rank is one
hundred times smaller than their dimension. Thus, the low rank
approximation requires significantly less storage. When the whole matrix is
assembled from a near diagonal part plus low rank blocks, taken as a whole
it still has full rank.

2. Algorithm.
A previous paper has described the overall algorithm1 . Thus, we will

briefly outline the algorithm, and then proceed to describe some new
numerical results. Figure 1 shows a five level decomposition of the matrix.
The largest blocks will be called level one blocks and the smallest level five
block. There are sixteen level five blocks above the diagonal and another
sixteen below. All of the level one through level five blocks will be stored
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using low rank decompositions. The center part of the matrix is as wide as
three level five blocks. This part of the matrix will not be decomposed.
Storage will be allocated for the actual matrix elements for this near
diagonal part.

3

33

Figure 1
Block Structure for Five Levels

This structure appears to be very regular, but the underlying matrix
need not be. The structure is transpose symmetric, but the actual matrix
elements need not be. Also, imagine stretching Figure 1 in the
horizontal direction. This could be done so that certain blocks are wider, and
hold more matrix elements. Any such stretching is allowed, provided that it
is done both horizontally and vertically at the same time. That is, the
structure must remain symmetric. Thus, there is no restriction on the
number of matrix elements. If we had required that all of the blocks were
the same size, that would have created the restriction that N must be exactly

divisible by (2 L + 1) when the matrix is N by N, and there are L levels.
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The algorithm that will be used has two parts. The first is to find the
low rank decomposition of each block, and then replace that block by a
sparse representation. The second is to find a sparse representation of the
LU factorization of the matrix. The low rank approximations to each block on
each level, levels 1 through L, are found using Lanczos bi-diagonalization
with complete Householder re-orthogonalization. To find this for a rank k
approximation, we must multiply that block (sub-matrix) times a vector k
times and must also multiply the Hermitian conjugate of the block times a
vector k times. The computational time to do this will be called MD, for the
mnemonic Multiply-Decompose. All of the other time to compute the
decomposition will be called OD, for the mnemonic Other-Decompose (or
Orthogonalize-Decompose, since nearly all of this "other" time will be in
orthogonalization). In performing the second part, one factors the matrix,
while retaining the sparse storage format. In doing so, several operations
must be performed. Dot products of vectors from the representations of
blocks below the diagonal are taken with vectors from representations of
blocks above the diagonal. The time to do this will be called Dot. The rest of
the time for the interaction of two blocks is to calculate the sparse
representation and this time will be called Rep. The center part of the matrix
is three level L blocks wide. Whenever the exact center of these blocks is
involved the time for calculation will be called Diag. If one of the blocks on
either side of it is involved (and the center block is not also involved) then
the time for that calculation will be called OffD. The time to multiply the
original (full) matrix times a vector will be called Mult, and the time to
compute one solution using the sparse LU factored matrix will be called
Solve. With all of these conventions, we can now look at actual execution
times.

3. Numerical Results.

The problem we consider is scattering by a flat rectangular plate. The
plate is 11 cells wide and 186 cells long. This represents 5 points per
wavelength. Because of two polarizations and the restriction that the normal
component of the current is zero at an edge, the number of unknowns is
N=3895. The problem is run on a Sun Ultra, which would require about
16,000 seconds to perform the standard LU factorization. There is enough
memory available so that page faults are not a factor (except possibly for
the Mult time for L=7). The results are shown in Table 1 below. Notice that
the time "Dot", to calculate dot products, is negligible for any number of
levels. From Table 1 we see that the rank of each block, in the top right
corner or the lower left corner, varies from 8 to 34. In deciding when to
terminate the low rank decomposition algorithm, we used the rule that three
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digits of accuracy were needed. However, if say five digits were required
then the ranks would only have been slightly higher. If we had wanted full
single precision accuracy then the decomposition would have to have been
calculated using a higher precision.

The low rank of these off-diagonal blocks is crucial to the success of
this method. It creates one slight issue in using an existing moment method
matrix. One would like the unknowns numbered so that, as much as is
possible, if two unknowns are numbered far apart the physical points they
correspond to must be separated in space. One way to achieve this is to pick
the longest dimension of the scatterer, and to sort unknowns according to
their location in that direction. It was obvious how to do this with the plate.
For a model of a boat, we sort unknowns according to their distance from the
bow. Similar methods have been used in the past with differential equation
solvers to reduce the bandwidth of the matrix which results there.

Table 1
Execution times for 1 to 7 Levels for 11 by 186 cell Flat Plate

Levels MD CID Dot Rep Diag OffD
L=2 112 6 0 30 1994 1313
L=3 229 14 0 58 655 452
L=4 390 18 5 65 174 152
L=5 499 32 21 78 59 72
L=6 740 58 52 126 63 70
L=7 902 100 156 250 101 115

Levels Mult Solve Total k-TopR k-BottomL
L=2 6 5 3455 8 8
L=3 7 2 1408 13 12
L=4 6 1 804 16 15
L=5 6 1 761 22 21
L=6 8 1 1109 28 29
L=-7 17 2 1624 34 34

Notice that as the number of levels increased from 2 to 5 the time
necessary to deal with the near diagonal parts of the matrix decreased. This
is to be expected since the width of the diagonal part decreases as the
number of levels increases. However, by L=7 there is a slight increase, even
though these times are still over 100 times smaller than the time for the
standard full LU factorization. This slight increase is because the factored
form becomes more complicated as more levels are involved.
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As more levels are used the significant increase in time is for the
decomposition itself. This time is dominated by the time for the
multiplication of the blocks times a vector, MD. The "Total" column gives the
total for all of the parts of the factorization. This does not include the solve
time. The minimum "Total" time results from a compromise number of
levels; small for MD and OD time and large for Diag and OffD times. However,
the exact choice is not critical. For example, any choice from L=3 to L=7
would give a total time within a factor of two of the best choice, L=5. All of
these choices are over 10 times faster than full LU decomposition.

The Mult time is given for comparison, since it should equal the time it
would take for each solve if one used the full LU decomposition rather than
the sparse one we are using for "Solve" times. Notice that we have a direct

solver, and it beats the N2 time per RHS of the standard full LU
decomposition.

The choice we used here of five points per wavelength is probably
unrealistic. Fortunately, as more points per wavelength are used we
generally have an increasingly large advantage over LU factorization. Also,
the advantage is believed to increase with problem size. This method has
been applied to other problems, including a model of a boat generated by
NEC. It was found there also that a compact representation of the matrix is
possible.

4. Storage Required.

The original moment method matrix- is a full matrix, requiring storage

for N2 complex numbers. However, the first part of the algorithm reduces
this to a sparse matrix. The storage needed for the diagonal part when there
are L levels is

3 N2 / (2L + 1) (1)

The storage needed for the off-diagonal blocks will depend on the rank of
these blocks relative to their full rank. To simplify matters, assume that for
every block, its rank as a fraction of its dimension is f. That is, each block
will have a rank k when that block is (k/f) by (k/f). In that case, the storage
required for the off-diagonal blocks will be

2f N2 [(2L + 1) - 3 ]/(2 L + 1) (2)
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The total of these two numbers will be smaller than

N2 ( [3/( 2 L + 1)] + 2f) (3)

and we see that factors of twenty or greater in storage savings are easily
attainable. This form of compression is especially useful since the
compressed form can be used as is, and doing so is much more efficient than
using the original full form.

When the sparse LU factorization is computed the amount of storage
required will increase slightly. However, the increase is always small. It was
shown in [1] the the ratio of storage needed for the factored form to that
needed for the original matrix will generally be less than 2:1. Thus, the
factored form will still be sparse, and there will be a large savings in storage
over standard methods.

5. Conclusions.

A method has been presented for more efficiently dealing with the
matrix which results from any number of moment method computer codes.
For large problems, dealing with the matrix is generally the bottleneck in
their solution. Efficiencies were found both for the execution time to factor
the matrix and for the storage it requires. The best part of this is that this
method can be added to existing computer programs with little effort. The
only complication is that the unknowns must be numbered intelligently.
However, this can be done after the fact. All that is needed is that in
addition to the matrix, one must have access to the coordinates in space
associated with each unknown. A long direction is chosen, and the unknowns
are sorted according to their coordinate along that direction. This can be
automated. What results is a better matrix solver for moment method
problems. Its use is nearly transparent to the user. These are all highly
desirable attributes. The result of all of this is that existing computer
programs will be able to run in less time with less memory, with little need
for intervention by the user.

6. Reference.

1. F. X. Canning and Kevin Rogovin, "Fast Direct Solution of Standard Moment
Method Matrices," submitted to IEEE Antennas and Propagation Society
Magazine.

454



Vector parabolic equation technique for the RCS calculations

A.A. Zaporozhets and M.F. Levy
Rutherford Appleton Laboratory, Chilton, Didcot, OX1 1 OQX, UK

Introduction

We compute the Radar Cross Section (RCS) of a perfectly conducting object with the recently
developed vector parabolic equation technique [1]. The size of the object ranges from a few
wavelengths to tens and even hundreds of wavelengths, whilst the calculations can still be performed
on a personal computer. The key idea is that instead of treating all the points of the computation
domain simultaneously, the solution is marched through the domain plane by plane. The method has
been validated on simple canonical shapes and tested on complex targets.

Parabolic equation technique for EM scattering calculations

Parabolic equation (PE) techniques have been widely used to solve various types of wave propagation
problems. They provide an efficient solution for long-range propagation of the acoustical waves in the
ocean or electromagnetic waves in the atmosphere [2, 3]. More recently they have been applied to
scattering problems, and in particular to RCS calculations [4 -6]. The basics of the PE approach are
given below.

In all that follows, we assume exp(-irot) time-dependence of the fields. Working with Cartesian
coordinates (x,y, z), we introduce the reduced function associated with a scattered field component V

u(x,y,z) = exp(-ikx)v/(x,y,z) (1)

The reduced function is slowly varying in range for energy propagating close to the paraxial direction.
The scalar wave equation in terms of u is then factored as

{A + ik(l - Q)}{a +ik(l+ Q)}u 0 (2)

where k is the reference wave number and the pseudo-differential operator Q is defined by

k1 2,2 1 02 2

n is refractive index of the media. The first term in Eq.2 represents energy propagating in the forward
paraxial cone (increasing x), and the other the backward propagating energy (decreasing x). The
outgoing parabolic equation for u is
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-=-ik( -Q)u (4)

The great advantage of Eq.4 is that it can be marched in range, getting the solution at range x+Ax from
that at range x and suitable boundary conditions on the scattering object and at the outer boundaries of
the integration domain, as shown in Fig. 1.

PEplane ,.---absorbing boundary

the object

Fig. 1. PE computational domain. The solution is marched plane by plane along the x-axis with the
corresponding boundary condition on the object surface and absorbing condition at the outer

boundaries.

starting plane -field zero stop marching

i PE marching I Closed form result
I -for i RCSpattern in"aa n mo a given sector

x / ident atver

Fig.2. RCS computation with the parabolic equation method.

The recipe for scattered far-field calculation is the following (see Fig.2). We start just before the
object setting the field on the PE plane to zero (this initial condition will be explained in the next
paragraph). The scattered field is marched plane by plane, while the incident energy is fed though non-
homogeneous boundary condition on the object [6]. As soon as we pass the object, the closed form
formulae for propagation in vacuum can be used [6], which gives the scattering pattern in a given
sector. The main limitation is that the square-root operator can only be defined in a paraxial cone, so
that a single PE run can only give a partial image of scattering phenomena. It is possible to overcome
this restriction by carrying out several "rotated" PE runs to cover all scattering angles of interest.

A consequence of solving for the scattered field is that the initial field for the marching algorithm
should be zero. The object is the source of the scattered field; in a spherical coordinate system the
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scattered field has outgoing component only. Since the integration starts on a transverse plane just
before the scatterer, the scattered field there cannot have any forward propagating components. Indeed
the reduced function u is zero until the boundary of the scatterer is reached, at which point the non-
homogeneous boundary conditions introduce the scattering sources into the marching solution.

Now we discuss the electromagnetic scattering case, where the object is a perfect electric conductor.
We can solve for the electric field only, since the magnetic field can be obtained through the curl
equation if required. Follow the derivation of equation 4, we obtain the vector parabolic for the electric
field from the vector wave equation. Basically, the vector PE is a combination of 3 scalar PEs for each
Cartesian component of the electric field.

For a perfect conductor, the tangential electric field must be zero on the object, so the boundary
condition for the total field is:

= (5)

where P is a point on the surface of the scatterer and i = (n ,ny,nz) is the outer normal to the surface at

P. In terms of the PE reduced scattered field, these conditions become non-homogeneous:

[fi(P) x 6(P)] = _e-"[fRi(P) X i(P)] (6)

where k is the incident electric field. Eq.6 corresponds to three equations for scalar components.
These equations are not independent, but form a system of rank 2. Hence we need another equation to
ensure unicity of the solution. This is provided by the divergence-free condition. Enforcing the
divergence-free condition on the object boundary ensures a well-determined system of equations, and
it can be shown that the PE solution is then divergence-free everywhere.

If the scattering object is not a perfect conductor, boundary conditions of surface impedance type must
be used. In that case one must solve simultaneously for both E and H components, which results in a
system of six coupled scalar parabolic equations.

Implementation

In the rest of this paper, we assume a homogeneous background medium, taking n constant equal to 1.
In this work, we use the simplest approximation of Eq.3, which is obtained with first order Taylor
expansions of the square-root and the exponential. This yields the well-known Standard Parabolic
Equation (SPE)

dui( d
2

u d
2
u

& = _2k - + , a' (7)

The SPE is a narrow-angle approximation which is very accurate at angles within 15 degrees or so of
the paraxial direction. Because of the simplicity of the SPE, boundary conditions on the scatterer are
relatively easy to incorporate, which we found particularly useful for 3-dimensional electromagnetic
applications where coding can become quite intricate. We should state here that the narrow-angle
approximation is only accurate when energy scattered by the object does not undergo large changes in
direction. This can break down for non-convex objects, as shown in [6]. There is no doubt that wide-
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angle schemes [7] could improve accuracy when the modelling of deep-shadow diffraction is
important.

The finite-difference scheme has been described in [6]. Scattering objects are discretizcd on a
rectangular grid, keeping track of the normal along the surface of the scatterer. The grid spacing is
fixed in the transverse (y-z) plane, but adaptive in range. Since the non-homogeneous boundary
conditions contain an exponential term in x on the right hand side (see Eq.6 for example), accurate
representation of phase variations require smaller grid spacing as the angle between the paraxial and
incident directions increases, Typical range steps are 1/10'h of a wavelength or less. For domain
truncation in the transverse plane, we selected the Perfectly Matched Layer technique [8], which has
recently been adapted for paraxial methods [9].

Typical integration times for a single rotating PE run on a 133 MHz Pentium are of the order of a few
minutes for three-dimensional simulations of forward scatter. Timings increase with the angle between
paraxial and incident directions, and can reach several hours for backscatter calculations. If bistatic
RCS results are required at scattering angles encompassing several narrow-angle sectors, an
appropriate number of runs is carried out and the scattering pattern is constructed by using the relevant
results in each sector.

Examples

We now look at scattering by perfectly conducting spheres. The vector PE solution is compared to the
theoretical solution given by Mie expansions [10]. Fig. 3 shows the full bistatic scattering pattern for a
sphere of radius 5 wavelength, assuming a wavelength of O.lm (frequency 3 GHz). Both the vector PE
and the theoretical results are shown. For each plane, the full pattern required seven PE runs covering
angular sectors of 30' each. The forward PE run took under 5 minutes on a 133 MHz Pentium
machine. Since the larger scattering angles require finer grids, computation times increase as the
paraxial direction moves towards 180'. The longest execution time was 2 hours. The complete
execution time was about 6 hours per plane pattern. Agreement with the theoretical results is excellent
for this case.

Next we consider the ogive, which is one of the well-known test cases for scattering algorithms [I11].
Fig. 4 shows the monostatic backscatter RCS of the ogive computed as a function of azimuthal angle
for the case of VV polarisation. The frequency of the incident wave is 9 GHz. The measured data was
extracted from graphs published in [11]. The 0' angle corresponding to incidence on the tip. Although
the PE results follows the measured data. they are not very accurate. When the ogive is viewed from
the side (900 azimuth), the model behaves well, but the error increases substantially as incidence
moves towards the sharp tip of the ogive where the creeping wave dominates. The source of the errors
is discussed after the figures.
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Fig. 3. Total bistatic RCS for perfectly conducting sphere of radius 5 X (0.5 mat 3GHz) from 7 rotated vector
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Fig. 4. Monostatic backscatter RCS for the ogive [11].
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The parabolic equation technique essentially assumes that the currents on the object surface originate
from two sources: the incident field and the contribution from the part of the object we have passed. In
this sense the approach should be very accurate for the forward scatter calculation, since we start from
the illuminated part of the object where the field has highest intensity and carry this contribution to the
shadow region. The worst case is the backscatter calculation, since we have no information about the
sources located in the illuminated side until we pass them. The error should be small for smooth
objects and increases for the objects with sharp edges, like the ogive tip. It might be possible to correct
this problem with some iterative approach.
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Abstract

An efficient hybrid technique, which combines the eigenfunction expansion method (EEM) and
the method of moments (MoM), has been developed to critically assess the electromagnetic interactions
between handset antennas and a human head, especially the effects of very thin layers (e.g skin) and high
frequencies (e.g. 30 GHz). The developed technique is based on the exact scattering solution of
infinitesimal dipoles in the presence of a multi-layered, lossy dielectric spherical head. This technique
allows to simulate a variety of antennas or antenna arrays. This paper presents mathematical
formulations of the technique, validation tests together with results of antenna-head interactions at 900
MHz and 30 GHz.

1. Introduction
Today's wide-spread use of personal communication systems (e.g. cellular phones) necessitates

better understanding of electromagnetic (EM) interactions between various types of antennas and a
human body. Recently, considerable improvements toward the understanding of EM interactions in
personal communications have been achieved by numerical computations employing various
methodologies (see Fig. 1) such as Finite-Difference Time-Domain (FDTD) method [ 1 ]-[4], the Method
of Moments (MoM), and the Eigenfunction Expansion Method (EEM) [5]-[8]. However, the popular
numerical techniques such as FDTD have severe limitations in dealing with the effects of thin skin layers
(-1 mm) and high operating frequencies (e.g. 30 GHz) due to huge computer memory and excessive
computation time. On the other hand, the EEM can be used to investigate these effects without
limitations of computer resources. This approach, however, requires a prior knowledge of the antenna
current distribution.

To accurately and efficiently evaluate antenna-head interactions in personal communications, a
hybrid technique, which combines EEM and MoM, has been implemented [7]-[8]. With this hybrid
technique, the dyadic Green's functions for the scattered field from a multi-layered sphere are obtained
using EEM, and then the current distribution on the antenna is determined by applying MoM to the
electric field integral equation. The hybrid technique is very efficient since unknowns are limited only to
the surface of the antenna. This technique allows to study a variety of antennas or antenna arrays used in
personal communications.

Using this hybrid technique, the effects of thin biological layers (e.g. skin) and high frequencies
(e.g. 30 GHz) are investigated. Also, systematic and parametric studies on EM interactions between
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various handset antennas and a multi-layered spherical head have been performed. In addition, this
technique is based on the canonical solution, which can be used to validate other numerical techniques.

2. Scattered Field through Dyadic Green's Functions
The eigenfunction expansion method (EEM) in this paper is based on the exact scattering

solution of infinitesimal dipoles. The total electric field at any observation location can be decomposed
into the incident field and the scattered field. For the calculation of the incident field, the closed-form
analytical expression is used for efficient computations; the scattered field is expressed as a series
expansion of the spherical vector wave functions. Figure 2 illustrates the geometry of a multi-layered
sphere consisting of N regions with the corresponding constitutive parameters. For example,
infinitesimal dipoles are assumed to be oriented in the x-direction and located outside of the multi-
layered sphere.

The total electric field can be expressed through dyadic Green's function (91 as

E(r) = -icoli±1JfG, (r, r') - J(r')dv' (1)

where G(epl)(r, r') is the dyadic Green's function for each region, and Ig1 is the permeability for Region

1. In the superscript of C,(eP )(r, r') , p denotes for the p-th region and 1 is used for the source region.

For an infinitesimal electric dipole located at r' = (ro, 00, 0.) with a current moment

c = III , the electric field can be obtained from (1) as

E(r) = -jo)911I. CGe(r, r') * 1 (2)

Using the dyadic Green's function for the scattered field in Region p (ap !5 r ap_ 1) where

p = 1, 2. N, the scattered electric field can be obtained as
,iI (- 0)(2n+l)(n-m)!

Es()(r) = t 4 Iii) nj 1 (2- "'n(n --)(n -m )! (3)

.= -, 0
(An /1(4) ( - "" n M 1 ( 4-) 'r 01e)" (• -l

+(BnPN<4), (p)+D,,n ',P)[N(1> 01)::
I A M "n 'MP,,=n(I)L)o' I

where OP= oj- and 8.0 is the Kronecker delta function. M.'(i and N(M) are the even or odd

spherical vector wave functions, which are solutions of the source-free vector wave equation

V ×V x E- 2 E = 0 [9]. An, N = Bn, N = 0 in the above equation to avoid infinite field at the origin.

The expansion coefficients A.,p, Bn,p, Cn,p, and D., in (3) are obtained by applying

boundary conditions to the tangential electric and magnetic fields at the dielectric interfaces (r =ap).
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3. Hybridization of the EEM and MoM
To accurately account for EM interactions between antennas and the multi-layered sphere, the

hybridization of the eigenfunction expansion method (EEM) and the method of moments (MoM) has
been performed. By the hybridization, the current distribution on the antenna can be determined
efficiently. The unknowns are limited only to the surface of the antenna since the scattered dyadic
Green's function is provided by EEM.

The electric field integral equation (EFIE) for any antenna in the presence of a multi-layered
dielectric sphere can be written as

E(r) = El(r) + ES(r) = Ei(r) - jiol.tjG,;(e'(r, r') , J(r')dv' (4a)

fi x E(r) = 0 on the surface of the antenna (4b)

where E'(r) is the incident field due to the localized source (modeled as a delta gap or a magnetic frill),
S(r) is the scattered field due to the induced current on the antenna, and i,(ell)(r, r') is the dyadic

Green's function for the region outside the sphere (Region 1).

In this treatment, a thin wire dipole antenna oriented in the x-direction is considered. On the
surface of the thin wire, tangential components of the electric field vanishes; i.e.,

Ex = EI+Es' = 0 (5)

The tangential field can approximately be evaluated along the center of the thin wire, while the induced
current is confined on the surface of the wire (thin wire approximation).

We obtain

-E.' E- . + (6)

= -joi• fJi * Ge0(r, r') * tJ,(r')dv'- jtosg•ff - Gi, ls)(r, r') * IJ,(r')dv'

where e,' fs is the field due to induced current through free-space propagation, E"' sOb the field due to

scattering from the multi-layered sphere; Ge0(r, r') the free-space dyadic Green's function, and

G,,l(r, r') the dyadic Green's function for scattered field, which is provided by EEM. The above

equation can be solved for the unknown current coefficients on the surface of antenna by applying the
method of moments-e.g. applying a pulse basis function and point-mating technique.

4. Numerical Implementation and Validation Tests
The computer code for the hybrid technique has been implemented in FORTRAN using double

precision variables, and extensively verified using various methods including: 1) limiting cases when the
problem reduces to simpler cases; 2) series convergence tests; 3) the decaying electric field inside the
lossy dielectric sphere; 4) boundary conditions at the dielectric interfaces; 5) plane wave incidence
(comparison with the results in the literature); 6) comparison of the radiated field between an analytical
V/2 dipole antenna and a simulated V/2 antenna which uses finite number of infinitesimal dipoles; 7)
comparison of scattered far-field radiations with FDTD. All the results obtained using the code agree
self-consistently and also with the literature data for the plane wave incidence [6]. In this paper, however,
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we will only discuss the series convergence tests and the comparison of radiation patterns with FDTD.
For numerical validation tests presented in this section, the dielectric sphere is assumed lossy and

homogeneous with the relative permittivity 49 and the conductivity 1.9 S/mr-i.e. Fr2=49-j 1.9/(eooa)-
at operating frequency 1.5 GHz. The radius of the sphere is assumed 10 cm.

4.1 Series Convergence Tests
As can be seen in (3), the scattered field is expressed as an infinite sum of spherical vector wave

functions. In practice, however, the required number of series terms at each field point is determined if
the ratio between the q-th term and the sum up to q terms is less than a specified error. Figures 3(a)-(b)
plot the number of n series terms for field convergence when an infinitesimal dipole is located at 2 cm
away from the surface of the lossy dielectric sphere. As we can see in Fig. 3(a), converged results have
been obtained with 40-100 series terms near the sphere surface, and with fewer terms (5 20 terms) away
from the sphere surface. In the case that a dipole is located further away from the surface of the sphere,
fewer n series terms are requires for convergence. When the operating frequency is increased, the
electrical size of the sphere becomes larger, and more n series terms are needed for a specified
convergence test as illustrated in Fig. 3(b). At 15 GHz, -40 terms are needed outside the sphere whereas
inside the sphere -80 terms are needed. More series terms are needed for 30 GHz. Similar effects can be
observed when the size of the sphere is increased at a fixed frequency.

For each n, all the m series terms from 0 to n have to be summed up except special cases when
infinitesimal dipoles are on the z-axis-i.e., in these cases, only m = 0 or I is non-trivial. The m series
terms are related to the angular functions (i.e. associated Legendre functions). An alternative technique
which avoids the m summation has also been developed; this technique requires axis rotations to match
the orientation of infinitesimal dipoles on the z-axis.

4.2 Comparison with FDTD results
Far-field radiation patterns of a )J2 antenna in the presence of a homogeneous dielectric sphere

are compared with those obtained by the FDTD method. A VJ2 antenna is located at 2 cm away from the
surface of the sphere. For FDTD, the dimension of a cubical cell size is 2 mm, and the sphere is simulated
as a combination of cubes. In Fig. 4, the far-field pattern (in the x-z plane) obtained using the hybrid
technique is compared with that obtained using the FDTD method. These radiation patterns agree very
well except minor differences in the direction of the sphere. The difference in the radiation patterns may
be accounted for by considering the minor differences associated with modeling the dielectric sphere. In
the FDTD case, the dielectric sphere is modeled with cubical cells which does not allow smooth surfaces.

5. Antennas and Human Head Interactions

5.1 Human Head Model
A six-layered, lossy dielectric sphere is used to simulate the biological tissues of a human head.

Identified biological tissues include skin, fat, bone, dura, cerebrospinal fluid (CSF), and brain. The radius
of each layer of the spherical head was taken from [5]. The electrical parameters (permeability and
conductivity) of the biological tissues at 900 MHz and 30 GHz are shown in Table 1. The electrical
parameters of the tissues at 900 MHz are taken from [4]. At 30 GHz, these parameters are obtained using
the multiple Cole-Cole dispersion equation and the corresponding parameters in [12].

5.2 EM Interactions at 900 MHz
Let's assume that the operating frequency is 900 MHz and a W/2 dipole antenna is located at 2 cm
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away from the surface of the sphere. The current distribution on the antenna is obtained by applying the
hybrid technique. The far-field gain patterns are shown in Fig. 5(a). As can be seen in the figure, the far-
field patterns are significantly changed in the presence of the spherical head. The gain with the spherical
head is slightly enhanced (-0.28 dB) in the 0=0 direction, but dropped by 2.28 dB toward the spherical
head direction.

Next, Fig. 5(b) shows the unaveraged and 1-g averaged specific absorption rate (SAR)
distributions inside the spherical head along the z-axis. In this case the maximum SAR lies along the z
axis. The 1-g averaged SAR distribution is obtained by moving-average over a I.Ixl.lxl.l cm3 cube
with eleven 1 mm cells per each side of the cube. With the unaveraged SAR distribution, the main SAR
peak occurs at the cerebrospinal fluid (CSF) layer just outside of the brain region: the second peak occurs
at the skin layer. With the 1-g averaged SAR distribution, still there are two SAR peaks, but the peaks
are much lower than those of the unaveraged SAR: e.g., with I W of the delivered power, 4.5 W/kg with
the l-g averaged SAR near the CSF layer vs. 11.2 W/kg with the unaveraged SAR. Also, we observe that
the SAR peak locations are shifted, due to averaging process, from those of the unaveraged SAR. The
reason of occurring peak SARs at skin and CSF layer is the following: the electric field distribution inside
the sphere exponentially decays (with small glitches) from the surface of the sphere due to tangential
field continuity (see Fig. 6(b)). However, SAR, which is obtained by the product of the conductivity and
the square of the electric field, peaks at the biological layers that possess high conductivity such as the
skin and CSF layers.

A three-dimensional surface plots of the SAR distribution in the x-z plane is shown in Fig. 6(a).
As can be seen in the figure, SAR peak lies along the z-axis. In the figures, it is interesting to observe
small ripples near the center of the brain region due to the focusing effect of the sphere. These ripples
may be more conspicuous when the head-antenna separation distance is increased. When antenna is
moved far away from the sphere to simulate the plane wave, sometimes the hot spots occur near the
center of the brain. A contour plot of the electric field intensity in the x-z plane is shown in Fig. 6(b). The
numbers in the contour plots designate contour lines for 20 log 0o IEl.

5.3 Effect of High Operating Frequency: e.g. Ka-band
To accommodate vast amount of multi-media data, applications of wideband operation at high

operating frequencies (e.g. Ka-band) has been proposed. In general, as the frequency becomes higher,
the permittivity of the biological tissue decreases, but the conductivity of the tissue increases. For
example, at 30 GHz, the conductivities of the tissues become much higher than those at 900 MHz (see
Table 1). In this example, a half-wave dipole antenna is assumed to be located at 2 cm away from the
surface of the spherical head. In Fig. 7, the l-g averaged SAR distribution is compared with the
unaveraged SAR. As can be seen in the figure, at 30 GHz, the power deposition is highly localized near
the surface (<_ 1 mm) of the sphere with very high unaveraged peak SAR (-457 W/kg at the skin). In this
case, the role of the skin layer becomes dominant. In the figure, it is noted that the 1-g averaged peak
SAR is only 10.6 W/kg at the skin layer, which is significantly lower than the unaveraged peak SAR. The
reason is that, at 30 GHz, SAR is highly localized at the skin layer, and the averaged SAR is significantly
lowered in the process of averaging over a 1.1 xl. Ixl.1 cm3 volume. Also. note that the non-trivial I -g
averaged SAR is extended to -7 mm from the surface of the spherical head, while the non-trivial
unaveraged SAR is localized to the skin layer (-1 mm from the surface).

The total power absorption of the antenna delivered power at 30 GHz is much lower than that at
900 MHz: i.e. 14.7% at 30 GHz and 43.9% at 900 MHz. The power deposition, however, is localized to
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a very small region, resulting in a high peak SAR near the skin layer.

6. Conclusions
An accurate and efficient hybrid technique, combining the EEM and MoM, has been used to

study EM interactions with a variety of antennas in personal communications. In this paper, with the
hybrid technique, EM interactions between antennas and a six-layered spherical head have been
performed. Summaries of important results are as follows: In the presence of the six-layered spherical
head, the antenna radiation patterns may be significantly modified from those of free-space patterns. The
unaveraged SAR peaks occurred at CSF and skin layers at 900 MHz, while with 1-g SAR averaging, the
peak positions are shifted. Also, the 1-g averaged SAR peak is significantly lower than the unaveraged
SAR peak. At 30 GHz, total power absorption is much smaller, but power deposition is highly localized
(<1 mm), resulting into a very high unaveraged peak SAR (457 W/kg); peak SAR with 1-g averaging is
much lower (10.6 W/kg). In this case, the role of the skin layer becomes very important.
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Table 1 Electrical parameters of a six-layered head model
at 900 MHz and 30 0Hz; op (cm) is the radius, E, she
permittivity, a the conductivity, and p (X10

3 
kg/rn

3
) is

mass density of each spherical layer.

Biological 900 Mz 30 GHz
Tissues p

skin 9.00 40.7 0.65 15.52 27.10 1.01 (a)

fat 8.90 10.0 0.17 5.91 5.33 0.92

bone 8.76 20.9 0.33 6.12 7.21 1.81

dura 8.35 40.7 0.65 15.52 27.10 1.01

CSF 8.30 179.1 2.14 130.72 157.81 1.'01

brain 8.10 141.1 10.86 117.62 127.18 1.04

-3 (b)

I'(a) -s s6 -3 0 3 5 9

3 30 Figure 6 (a) A 3-D surface plot of the SAR distribution

ii inside the six-layered spherical head in she x-z plane,
dB 0 (b) a contour plot of the electric field distribution (log

240 0 d8 0 scale) in the x-c plane.

14Fr.q: 900 MHz Delivered Power: I W
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Figure 5 (a) Gain patteras of a Vs2 antenna with and Radial Distanen lee)

without a six-layered spherical head. (b) SA Figure 7 Comparison of the I-g averaged SAR and
distributioe-l-g averaged and unaveraged-along the z anaveraged SAR as 30 GHz aloang the z-axis. The
axis. Operating frequency of antenna is 900 MHc antenna delivered power is 1W.
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I. Introduction

Determining the behavior of electromagnetic fields within and around biological media is a topic which
has received steadily increasing attention. Accurate, efficient modeling of complex tissue configurations
illuminated by local or distributed sources facilitates the design of antennas for wireless communications
[1], allows determination of specific absorption rates within tissue for different exposure scenarios [2]. and
aids in the optimal design of MR] coils for medical imaging [3]. Several different numerical tools exist
which can accommodate the material and geometrical complexities associated with biological tissue, with
the Finite Difference Time Domain (FDTD) technique being very widely used due to its flexibility in
modeling very general configurations as well as its efficient numerical implementation.

Recently, a new technique has been introduced, known as the Recursive Green's Function Method
(RGFM), which shows potential as a viable alternative for analyzing field interactions with biological
tissues. This technique uses a recursive formulation to construct the Green's function for an inhomoge-
neous domain, and subsequently uses a moment method (MOM) solution of a surface integral equation
formulation to obtain the fields on the scatterer. To date, the technique has been applied to scalar prob-
lems, and therefore is suitable for analyzing two-dimensional configurations. Like the FDTD approach.
it easily accommodates very general material and geometrical complexities and provides good numerical
efficiency for single frequency or narrow band simulations.

The paper presents a comparison of the RGFM and FDTD approaches when applied to the simula-
tion of two-dimensional biological tissue configurations. A brief summary of each technique highlights
their similarities and differences. Several examples are used to compare the two methods in terms of
computational accuracy as well as computational resource requirements.

II. FDTD Methodology

The FDTD technique [4] is a widely used numerical approach based upon straightforward discretiza-
tions of the integral and differential operators in Maxwell's time-domain equations. Based upon this
discretization in space and time, a time-stepping algorithm has been developed in which the magnetic
and electric vector fields are computed over the entire spatial grid at each discrete time interval. Because
this time stepping approach is explicit, the algorithm does not require a costly linear system solution and
is therefore highly efficient from a computational standpoint. The spatial domain is discretized into small
rectangular parallelepiped unit cells, and spatially varying material profiles are easily accommodated by
simply assigning different material parameters to each cell in the grid.
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Because the FDTD technique is based directly upon Maxwell's equations, it includes no information con-
cerning radiation conditions. Therefore, to allow simulation of open structures such as those considered
in this paper, artificial absorbing boundary conditions (ABCs) must be used to truncate the computa-
tional grid. In this implementation, a perfectly matched layer (PML) ABC [5] is used with quadratically
varying electric and magnetic conductivities in an 8 cell layer surrounding the configuration under con-
sideration. In all cases, the PML conductivities are chosen to achieve a reflection coefficient of 10-5

at normal incidence. A buffer layer is included between the simulation geometry and the PML, and
therefore the computational domain used in the FDTD simulation is somewhat larger than the region
containing the inhomogeneous structure. Exact grid sizes used in the following comparisons are given
for each configuration.

One obvious advantage of the FDTD technique is its ability to provide the time-domain response of a
system to an arbitrary excitation. If the data is Fourier transformed in time, the result is a broad-band
frequency response obtained with one simulation. It should be recognized however that this requires
storage of the fields over the region of interest at a sample rate at least as high as the Nyquist rate for
the highest significant frequency component in the input time-domain waveform. This can clearly lead
to significant storage requirements. Furthermore, if only a narrow-band or single-frequency response is
required, the user must either perform the transient simulation and discard the unwanted data, or must
use a single frequency excitation and step in time until the transient response of the system has decayed
to a negligible level. This can imply unnecessary computational time, particularly when the domain
includes high-Q dielectrics.

II. RGFM Methodology

The RGFM [6], [7] is a frequency domain technique which solves the generalized scalar Helmholtz equation
for the Green's function on an inhomogeneous domain. Much like the FDTD method, the RGFM models
the domain by discretizing it into small rectangular cells with each cell being assigned dielectric material
parameters. Since the medium is homogeneous within each cell, the Green's function for each cell can
be obtained in closed form. Using a formulation based upon differential equation theory, these Green's
functions are efficiently combined to construct the Green's function for the entire inhomogeneous domain.
This Green's function can then be used in a surface integral equation solution via the MOM to obtain
the electric or magnetic fields. Since the integral equation formulation includes the radiation condition,
the domain is restricted to the region of inhomogeneity.

This methodology gains its efficiency by selectively computing only required Green's function values. For
example, for most scenarios, the integral equation formulation requires knowledge of the Green's function
for source points on the domain boundary only. Furthermore, if only fields exterior to the domain are
required, then Green's function values for observation points restricted to the boundary are required.
This case results in an RGFM asymptotic computational complexity of 0(N

3
/
2
), where N is the number

of cells in the domain. This is in contrast to a complexity of O(N
3

) associated with a traditional volume
integral equation approach. The storage costs are O(N). If fields internal to the domain are required.
then values at observation points within the region must also be computed and stored, resulting in
computational and storage complexities of O(N

2
) and O(Ns/

2
) respectively.

Unlike the FDTD technique, the RGFM can only provide data at a single frequency and is therefore
relatively costly for wide-band response simulations. However, once the MOM matrix has been computed
and factored for the surface integral equation solution, it can be utilized in any single-frequency source
configuration. This results in a very efficient technique for examining the system behavior in response
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Figure 1: (a) Bistatic scattering width and (b) internal electric field magnitude along the x axis for a
circular cylinder with e, = 3 and radius \/2 computed using the RGFM. FDTD, and exact solution

algorithms.

to a variety of sources.

IV. Computational examples

In the following computations, the FDTD and RGFM methodologies are compared in terms of accuracy
and computational requirements for different biological tissue configurations. To limit the amount of data
presented, simulations are restricted to transverse magnetic (TM) illuminations. Similar comparisons
have been performed for transverse electric (TE) illuminations, and similar conclusions can be drawn for
either scenario. In each case, the cylinder is centered at the origin and the incident plane wave travels
in the +x-direction, as shown in the inset of Figure I(b).

A. Low Permittivity Circular Cylinder

Before conducting a comprehensive comparison of the two techniques, we first test the performance of
each method without adding the complexities of high dielectric constants or conductivities associated
with biological tissue. This test is accomplished by simulating a plane wave incident upon a homogeneous
cylinder with relative permittivity of c, = 3 and no loss. The cylinder diameter is A)/2. where ), is the
free-space wavelength. In the RGFM and FDTD computations, a 16 x 16 grid is used to model the

cylinder, with a stair-step representation of the cylindrical surface. The FDTD uses an additional buffer
layer of 8 cells between the cylinder and the PML.

Figure l(a) illustrates the bistatic scattering width for this configuration computed using the FDTD and
RGFM methods. Also included for comparison is the result obtained from the exact eigenfunction series
solution. Excellent agreement exists between the results, indicating that the algorithms are functioning
as intended. Figure l(b) represents the electric field magnitude internal to the cylinder along the z axis.
As can be seen, both methods faithfully predict the correct field distribution internal to the domain.
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Figure 2: Internal electric field magnitude along the x axis at frequencies of (a) 1 GHz and (b) 2 GHz

for a circular cylinder with er = 58, o- = 1.21 S/m, and radius 0.4)A computed using the RGFM, FDTD,

and exact solution algorithms.

B. Homogeneous Circular Cylinder

As a first test case, we consider a cylinder similar to that studied in Figure 1 but with a permittivity of
c, = 58, a conductivity of a = 1.21 S/m, and a radius of 0.4A. Both the FDTD and RGFM use a 64 x 64

grid to represent the geometry in order to maintain approximately 10 cells per internal wavelength. The

FDTD uses a 16 cell buffer layer between the cylinder and the PML. To ensure that the fields had attained

a steady state condition in the FDTD simulation, runs which stepped for 5, 10, and 15 sinusoidal cycles

were performed. It was determined that the transient response had died down to a negligible level by 10

cycles, a computation which required 225 seconds on a Hewlett-Packard HP 0180 workstation with 250

MB of core memory. Experimentation with the buffer layer between the cylinder and the PML as well

as the PML thickness also demonstrated that the stated grid dimensions provided a reasonably accurate

computational scenario. The RGFM computation required a total of 466 seconds, with 362 seconds for

the Green's function construction and 104 seconds for the MOM solution. This indicates that for this

moderately-sized geometry, the computational resources required for the two algorithms are very similar.

Naturally, as the grid sizes increase, the computational and storage efficiency of the FDTD method will

make it superior in terms of computational resource utilization.

Figures 2(a) and (b) depict the internal electric field for this geometry along the x axis at frequencies of

1 and 2 GHz respectively. Excellent agreement between the three results can be observed, particularly

at 1 GHz. At the higher frequency, the FDTD shows some difficulty in representing the rise in field near

the center of the cylinder, but is reasonably accurate over the remainder of the curve. It is interesting

to note that at the higher frequency of 2 GHz, the imaginary part of the relative permittivity due to

the conductivity of a = 1.21 S/m is smaller, resulting in a less pronounced decay of the fields within the

structure.

C. Two-Layer Circular Cylinder

As a second example, we consider the case of a two layer inhomogeneous cylinder, as depicted in the

inset of Figure 3(a). The geometry has material parameters of e, = 8, u = 0.105 S/rn for p < 0.2X,, and
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cr = 58, a = 1.21 S/m for 0.2Ak < p < 0.4O.. Four different frequencies are considered: 100 MHz, 500 MHz,
1 GHz, and 2 GHz. Figures 3(a)-(d) show the internal field along the x axis for these four frequencies.
Good agreement can be observed for all three methods, with the FDTD result again departing from the
exact solution as the frequency increases. It is noteworthy that for all cases, the RGFM result shows
excellent agreement with the exact result.

V. Conclusions

We have presented a comparison of the performance of two techniques - the FDTD and the RGFM
methods - for computing the behavior of fields within inhomogeneous biological tissues. The results
show that both methods provide relatively accurate representations of the fields, with the FDTD results
proving to deviate slightly from the exact solutions as the frequency of operation is increased. Also, for
the grid sizes used, both methods have very similar computational resource requirements. However, it is
clear that for larger grid sizes the FDTD method will provide superior computational efficiency.

References

[1] M. A. Jensen and Y. Rahmat-Samii, "EM interaction of handset antennas and a human in personal
communications", Proc. of the IEEE. vol. 83, pp. 7-17, 1995.

[2] P. J. Dimbylow and 0. P. Gandhi, "Finite-difference time-domain calculations of SAR in a realistic
heterogeneous model of the head for plane-wave exposure from 600 MHz to 3 GHz", Phys. Med.
Biol., vol. 36, pp. 1075-1089, 1991.

[3] J. M. Jin, J. Chen, H. Gan, W. C. Chew, R. L. Magin, and P. J. Dimbylow, "Computation of
electromagnetic fields for high-frequency magnetic resonance imaging applications". Phys. Mcd. Biol.,
vol. 41, pp. 2719-2738, 1996.

[4] A. Taflove, Computational Electrodynamics: The Finite-Difference Time-Domain Method, Artech
House, Inc., Boston, MA, 1995.

[5] D. S. Katz, E. T. Thiele, and A. Taflove. "Validation and extension to three dimensions of the
berenger pml absorbing boundary condition for FD-TD meshes', IEEE Micro. and Guided Lett., vol.
4. pp. 268-270, 1994.

[6] J. D. Freeze and M. A. Jensen, "The recursive green's function method for surface integral equation
analysis of inhomogeneous media of maxwell's equations", in 1997 IEEE AP-S Intl. Symposium"
Digest, Montreal, Canada, July 13-18 1997, vol. 4, pp. 2342-2345.

[7] J. D. Freeze, M. A. Jensen, and R. H. Selfridge. "A unified Green's function analysis of complicated
DFB lasers", IEEE J. Quantum Electron., vol. 33, pp. 1253-1259. 1997.

474



0.25 0.25
0- Exact 0- Exact

0.20 ----- RGFM 0.20 RGFM
------ FDTD .------ FDTD

650.15 E" (inc 0.15

0.10 0.10

0.05 0.05

0.00 - 0.00
-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

x/A xrA.

(a) (b)

0.25 0.30

-Exact

0.20 RGFM 0.25 1'
----FDTO

0.20 /
0 .15 : _ 0 .

0 -i 0.15

0.10 0.10 Exact
-..... RGFM

0.05 0.05 ------ FDTD

0.00 -0.00
-0.4 -0.2 0.0 0.2 0.4 -0.4 -0.2 0.0 0.2 0.4

x/21 xrX

(c) (d)

Figure 3: Internal electric field magnitude along the x axis at (a) 100 MHz, (b) 500 MHz, (c) 1 GHz,

and (d) 2 GHz for a circular cylinder with E, = 8, o = 0.105 S/m for p _< 0.2A, and E, = 58, o- = 1.21

S/m for 0.2A < p < 0.4A computed using the RGFM, FDTD, and exact solution algorithms.

475
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Abstract

Numerical modelling in used to estimate the electric fields and currents induced in the human heart and
associated major blood vessels by low-frequency external magnetic fields. The modelling is accomplished using
a scalar-potential finite-difference code applied to a 3.6-mm resolution voxel-baued model of the whole human
body. The main goal of the present work is a comparison between the induced field levels in the heart located
in situ and in isolation. This information is of value in assessing any health risks due to such fields, given that
some existing protection standards consider the heart as an isolated conducting body. It is shown that the
field levels differ significantly between these two scenarios. Consequently, data from more realistic and detailed
numerical studies aWe required for the development of reliable standards.

1 Introduction

Induced current density is used in several guidelines us a basis for setting source level limits for human exposure
to extremely low frequency (ELF) electric and magnetic fields. These limits are based on known properties of
excitable tissues in strong fields [WHO, 1984]. However, they do not account for recently-published weak field
effects [e.g., Luben, 1991], which are less well-established for use in guideline development. In attempts to relate
induced fields to source levels, geometrically simple homogeneous isotropic conducting bodies, such as ellipsoids.
spheroids, spheres or simple loops, are often used to represent the human body or its parts Despite their common
reliance on a current density upper limit of 10 mA m-

2
, widely disparate magnetic flux limits are published in

various guidelines [Bailey, et. al., 1997]. The variations are largely due to the model size, which is based on the
chosen body part (e.g. upper torso vs. heart). Organ location within the body also plays a crucial role [Reilly,
1992], and must be accounted for in any realistic modelling.

Anatomically-derived high-resolution voxel-based body models and effective computer codes are now available
for detailed dosimetric calculations for human exposure to low-frequency magnetic fields [Dawson and Stuehly.
1997; Dawson ei. al., 1997]. These tools are used here for a quantitative numerical dosimetric comparison between
the human heart located within the body (in sitl) or in isolation. The electric fields and current densities induced
by uniform magnetic fields of three orthogonal orientations are modelled in both scenarios, and the differences
are evaluated. The induced fields are 2-3 times greater for the in situ case, for all three source orientations. The
computed values pertain to 60 Hz, but can be scaled to higher (up to 100 kHz) frequencies using the frequency
and tissue conductivity ratios. The associated error should be below 5%.

The data provided herein are anticipated to be of use in setting health protection guidelines based on the
induced current thresholds.

2 Methods

The full-body model used is fully described elsewhere [Dawson et al., 1997]. It consists of a total of 1 7311 873
voxels with 3.6-amm edges, with an approximate height and mass of 1.77 ms and 76 kg The heart model is a subset
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consisting of heart tissue and associated blood (smaller features cannot be resolved at the 3.6-mm level). The heart
model has a bounding box spanning 36 x 32 x 32 voxels, or 12.96 cm x 11.52 cm x 11.52 cm. Figure 1 shows

Figure 1: A smoothed view of the external surface of the voxel-based heart model.

an idealized external view of the model, and Table 1 lists the conductivity values used for its two homogeneous

Table 1: Heart component conductivity values.

Blood 0.7 Smi- Muscle 0.1 Sm-1

components.

The scalar-potential finite-difference (SPFD) method used for the numerical calculations is based on Stevenson's
method [Van Bladel, 1985]. For magnetic excitation, the internal electric field has the representation

E'(x) = -iw {As(x) + re(a)}. (1)

Here the static limit of the applied magnetic field is described in terms of a vector potential as Bo(x) = V x As (x),
and *(x) is a scalar potential to be determined. The divergence of the associated conduction current vanishes,
leading to the differential equation

V. [a(x) V4,(x)] = -V. [((x) Aos()] (2)

and boundary condition
o'(x) ft(x) .VV(x) = -a(x) fi(x) .Ao(x). (3)

The numerical implementation is based on a finite difference approximation of (2) [Dawson et al., 1997]. Discrete
values for the scalar potential are defined at voxel vertices. They are related by a sparse system of linear equations,
which is amenable to solution using the Conjugate Gradient Method [Dawson et al., 1997]. Data for both the in
situ and isolated heart scenarios were computed under excitation by three orthogonal 60-Hz, 1-joT magnetic source
orientations, for a total of six basic sets. The source orientations with respect to the upright body model are B.
(left-to-right), B9 (back-to-front) and B. (foot-to-head). The in situ field values are subsets of previously-described
whole-body data [Dawson et al., 1997], using only those voxels corresponding to the isolated heart model. The
isolated heart data were computed separately, treating the isolated composite heart model as a distinct smaller
conductor. The final data are in one-to-one voxel-wise correspondence between the two heart models.

3 Results and Discussion

Figure 2 shows the amplitudes of the electric field (top row) and current density (bottom row) in a horizontal
cross section, through the mid-plane of the 171h voxel layer from the bottom of the heart in isolation (left column)
and in situ (right column). The source is directed from left to right. The electric field patterns in the top row
differ significantly between the two scenarios, and the peak values in the in situ case are approximately a factor of
two greater than in the isolated heart. In the bottom row, the direct impact of the highly conducting blood is to
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make the current density distribution appear more similar between the two scenarios. but there still are obvious
differences; moreover, the peak values indicated in the in situ case (lower right) are approximately 2.5 times greater
than the corresponding values for the isolated heart (lower left).

IEI(isolated) IEI(in-situ)

100 15 i 10
110

E 2
so 0(m~O0 50 x(rn 0

I~~ioatd in~n-•0 50 100 0 50 100
x (mm) x (mm)

horzotalcrss eciontruhth ernisolat ion (lftcoum) ndin-siturigh) oun ne

ion 6 [ 0 6is

411

o 50 100 0 50 ion
X (MM) x (MM)

Figure 2: Amplitudes of the electric field (top row) and currcnt density (bottom row) in a central
horizontal cross section through the heart in isolation (left column) and in situ (right column) under
excitation by a 60-Hz, 1-ILT source directed from left to right with respect to the upright human
body. Electric field and current density units are microvolts per meter and microamperes per square
meter, respectively.

In order to quantify the differences between the two heart scenarios, three global scalar measures of electric
field amplitude are compared for the various tissue groups (heart, blood and composite). These measures are the
average, root-mean-square, and variance, whose values for a vector field F are defined by

Avg{F} IF,I, Rms{F) = IFs , (4)

and

Var{fF) N IZI (IF.I - Avg {F} )
2  

(no VRms {F) 
2 

- Avg{F}2) (5)

In each case the summation index i ranges over all N voxels in the appropriate tissue group.

The left column of Figure 3 shows the above measures for the electric field, with the average, variance and
root-mean-square values in the top, middle and lower panels respectively Each panel depicts the results for both
heart model scenarios by tissue group, scenario, and source orientation The data within each tissue group are
presented in sets of three bars, corresponding to the three source orientations according to the accompanying
legend. Heart tissue groups are designated as blood (B), heart tissue (H) and composite (H+B). and the scenarios
as in situ (sit) and isolated (iso).
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Figure 3: Average (top row), variance (middle row) and root mean square (bottom row) values

of the electric field (left column, in microvolts per meter) and current deosity amplitude (right

column, in microamperes per square meter) for the tissue groups in the two scenarios and under
three orthogonal excitation directions. The labels 'HI' and "B' refer to the voxels coded as 'beant'
and 'blood' respectively, while 'H+B' refers to the composite heart model. The isolated and in situ
cases are labelled aso '(iso)' and '(sit)', respectively. All sources are 60 Hz at I AT.
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For all three measures, it is evident that the heart model in isolation somewhat resembles a sphere, in that the
induced field levels in the composite tissue group do not vary significantly over the three source orientations. This
is in contrast to the in situ case, in which the effects of the whole-body current distribution lead to significantly
higher levels in all three measures, as well as to a much greater dependence on source orientation

It is also from evident from Figure 3 that the in situ measures all exceed their corresponding isolated heart
values. This is clarified in Table 2, which gives numerical values of the ratios of the various in situ electric field

Table 2: Ratios between the in situ and isolated values of the various scalar measures for the electric
field magnitudes.

B, B, B,
Tissue Avg Var Rms Avg Var Rms Avg Var Ros
Composite 2.83 3.07 2.89 1.72 2.23 1.86 1.83 2.46 1.98
Blood 2.41 2.47 2.42 1.41 1,24 1.38 1.54 1.96 1.63
Heart 3.03 2.98 3.02 1.84 2.38 1.94 1.92 2.76 2.03

measures to their associated isolated values. These ratios range from a minimum of 1.24 (for the variance in
the blood under back-to-front excitation) to a maximum of 3.07 (for the variance in the composite tissue under
left-to-right excitation). It is also clear from this table that the ratios are most typically in the range of 1.5--3
times greater for the in situ case.

For comparison with the model results, Table 3 gives analytic values of these measures for an isolated homo-

Table 3: Comparison of analytic electric field measures in a homogeneous spherical approximation
with numerical values obtained from the voxel-based isolated heart.. The first column defines the field
measure, with its analytical value for a homogeneous sphere of radius a (in meters) in an external
field of strength B5 (in Tesla) and frequency f (in Hertz) given in the second column, where the
constant C = 7rBofa. The values in the third column (in microvolts per meter) pertain to the
particular case of a sphere of radius 0.06 m in a 1-pT, 60-Hz magnetic field. The values in the final
column are the corresponding approximate numerical values for the isolated heart model, read from
the 'H+B (iso)' portions of the left column of Figure 3.

Measure Homogeneous Sphere Heart (iso)
Avg {E} = VIE dV (3,/16) C = 6.662 m 6

Var {E} = V'f (IEF - Avg {E})
2 

dV 2/5 - (3,r/16)'C = 2.604 e3

RmsE) = V•• El
2 

dV V/25C = 7.153 7

gencous sphere. The third column gives values for a sphere of radius 0.06 m. as used in several standards. The
half-widths of the present heart model bounding box are 0.0648 m, 0.0576 m and 0.0576 m, and so roughly conform
to the spherical approximation. These measures can be compared to the composite isolated heart values plotted
in Figure 3. There it is evident that the average, variance and root-mean-square values are approximately 6, 3 and
7 /WV m-

1
, as indicated in the final column of Table 3, roughly independent of source orientation These values are

in reasonable agreement with the analytical values given in Table 3. Thus. use of a spherical model of the heart is
perhaps not inappropriate, if the goal is to model the heart in isolation. This is clearly not a good approximation
for the in situ case, however.

The corresponding global scalar measures for the current density amplitude are depicted in the right column
of Figure 3. In all cases, the overall levels are again higher for the in situ scenario.

The degree to which the in situ modeling enhances the current density magnitudes in the heart over the isolated
scenario is emphasized in Table 4, which gives the ratios of the various in situ measures to their corresponding
isolated values. The ratios for the blood and heart are the same as for the electric field (Table 4), since each
is modelled as a homogeneous conductor. These ratios range from a minimum of 1.24 (for the variance in the
blood under back-to-front excitation) to a maximum of 3.03 (for the average in the heart muscle under left-to-right
excitation). As was the case for the electric field measures, modelling the heart in isolation typically underestimates
the induced current levels by a factor of 1.5-3.
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Table 4: Ratios between the in situ and isolated values of the various scalar measures for the current
density magnitudes. B, B5  B.

Tissue Avg Var Rms Avg Var Rms Avg Var Rus
Composite 2.55 2.36 2.46 1.53 1.30 1.44 1.65 1.71 1.68
Blood 2.41 2.47 2.42 1.41 1.24 1.38 1.54 1.96 1.63
Heart 3.03 2.98 3.02 1.84 2.38 1.94 1.92 2.76 2.03

4 Conclusions

This work has presented a numerical dosimetric comparison of quasi-uniform low frequency magnetic induction in
the human heart located in situ and in isolation. The identical heart model was used in both scenarios. Being
anatomically-derived, the model is realistic to within the limitations of the 3.6-m resolution. Using a variety of
field measures, it has been shown that the induced electric field and current density levels are consistently about
1.5-3 times greater for the in situ case, for all orientations of the uniform magnetic source fields. Although based
on a single geometric realization of a particular human body model, the data presented indicate the need for
highly realistic numerical modelling in the development of viable protection standards for human exposure to low-
frequency magnetic fields. In particular, it is clearly inadequate to base protection standards on simple geometric
models of critical human body components considered in isolation.
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Abstract

Two highly efficient methods of computing magnitude and phase from time-domain data have been developed.
These methods, based on solution of linear equations, are found to be equally accurate and more efficient than Fourier
transform methods (DFT and FFT) for limited numbers of frequencies. These methods provide a significant savings in
computation time and storage requirements for FDTD simulations which require a large number of time-to-frequency
domain conversions. The effectiveness of these methods are demonstrated for analysis of a millimeter-resolution
human model underneath a 60-Hz power line and calculation of coupling of a cellular telephone to the human head.

1. Introduction

Many applications of the finite-difference time-domain (FDTD) method require conversion of time-domain
field data to magnitude and phase (frequency-domain data) over large regions of the model. Applications include
bioelectromagnetic dosimetry calculations of the human body for analysis of cellular telephones [1-4], power lines
[5,6], and other EM-safety studies [7,8], radar cross section calculations [9), and calculations of S-parameters 1101. For
multiple-frequency calculations, this has traditionally been accomplished with either the Fast Fourier transform (FFT)
[11-12] or the Discrete Fourier transform (DFT) [13-14]. For single-frequency calculations, this has been done with
either of the Fourier transform methods.

Fourier transform calculations provide an accurate time-to-frequcncy domain conversion, however their
computational requirements are very high. The DPI' requires approximately as much time as the FDTD calculations
themselves, and FFT computations are even more expensive, particularly when a limited number of frequencies are of
interest [15]. Desampling has been used to minimize these computational requirements [14]. Of even greater concern
for many calculations is the computer memory required for the complete simulation. The Fourier transform methods
require approximately as much computer storage as the FDTD simulation itself for each frequency of interest. This
quickly limits the size of models which can be analyzed over any broad frequency range.

A third problem which plagues Fourier transform computations is that they are very difficult to use for tow
fiequency simulations, where the sampling resolution of the wave form is very high. For single-frequency (CW)
simulations, the Fourier transform calculations must be made over a full half-cycle of the converged sine wave. This
requires at least an additional half-cycle of FDTD calculations, which can be difficult or impossible for low frequency
calculations, and which increases the cumulative error inherent in the finite-difference calculations .

This paper presents two methods that overcome these limitations and have the added advantage that they are
extremely simple to program. Both methods are based on the solution of linear equations. The first method, for use
with single-frequency analysis, is significantly more efficient than Fourier transform methods, and can be applied
effectively for an extremely broad frequency range from the low kIdz to high GlIz and beyond This method has the
added advantage that for many applications, it can be applied with virtually no memory or compuitational requirement
(beyond the FDTD requirements themselves).
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The second method is an extension of the first method, and can be used for multi-frequency analysis.
Theoretically, this method minimizes computational and memory requirements for any simulation. However, computer
round-off errors limit this method, somewhat, so trade-off curves are presented which show that this multi-frequency
extension is the most efficient method for up to about 30 frequencies, and that the single-frequency method is preferable
for larger numbers of frequencies.

These two methods are presented below.

2. Two Equations - Two Unknowns Method

A simple, direct method for solving for the magnitude and phase of sine wave in the time-domain is based on
writing two equations in two unknowns (magnitude and phase) for the time-domain fields, and then solving them
directly for the magnitude and phase. At a given location in space, we can write

"A sin (it + 0) = qh
(2)

"A sin (mt2 + 0) = q2

where A is the magnitude, 0 is the phase angle, and cs ( = 2 7c Fi) is the angular frequency. At two times, t1 and t2 , the
values q, and q2 are obtained from the FDTD simulation. Therefore, these equations can be solved for the unknowns, A
and 0, to give direct relationships for these values:

0 = tan- [q 2 sin(tx)-qjsin(0X2 )1 (3)
Lqtcos(o2)-q2COS(Ot,)

This new method provides dramatic savings in computer time and memory over the traditional methods of
peak detection or Fourier transformation shown in Table 1. These savings are obtained because both the peak detection
and Fourier transform methods require calculations to be made over the last half cycle of the simulation, and the two-
equation method requires only a single calculation.

The choice oft, and t2 depends on the simulation. For most FDTD simulations, the spatial resolution Ax, is on
the order of X / 10 to X / 100. For these simulations, t1 and t2 can be the last two time steps of the simulation. For
higher-resolution simulations, the time resolution is also high (At = Ax/2c), so q, and q2 are nearly equal if t1 and t2 are
so close. This results in errors due to numerical round-off when calculating A and 0. For these simulations, it is better
to choose tj to be a few time steps (say, 50) before the end of the simulation, and t2 to be the final time step. Optimized
sample spacings can be found using the method described in Section 3 below. In this case, the number of frequenies is
1, and the condition number of the matrix as a function of sample spacing is indicative of the resultant accuracy of the
solution.

The equations in (3) can be programmed one of two ways, depending on t1 and t2. The first is to store (or
output to disk).the value of q, at time step tj, and then when the final time step, t2, is reached, the values of A and 0 can
be calculated. This is necessary if t, and t2 are not subsequent time steps. An alternate method of eliminating the
memory requirement can be used when t, and t2 are taken to, be the last two time- steps. For the final time step, q, is
stored in a single location (not an array), then q2 is calculated from the FDTD algorithm, then A and 0 are calculated
and output to disk. This is then repeated for each location.

This method provides accurate magnitude and phase calculations for simulations with clean, sine wave output.
Noise and dc offsets will cause errors. Ramped sine excitations known not to cause a dc offset should be used [16] or a
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pulse with a very smooth turn-on t17]. Ramped sine excitations have also been observed to reduce or eliminate
numerical noise in FDTD simulations 118].

The computational requirements for this method are shown in Table 1. For comparison. computational
requirements for the FDTD algorithm itself and for the Fourier transform methods are also included. These
requirements are also plotted in Figure 1, for a particular example. Values for the FFT are not plotted, because it has
already been shown [15] to be less efficient than the DFT.

3. N-Equations N-Unknowns

The two-equations 2-unknowns method can be extended to multiple frequencies. In this case, N-equations are
solved for N-unknowns (amplitude and phase at each frequency of interest). This requires samples at N time steps and
results in the following equations for two frequencies:

A, sin (wi•, + 6,) + A2 sin (oti2 + 02) = q,
At sin (molt2 + 01) + A2 sin ("t2 + 02) = q2 (4)

At sin ((t3 + 01) + A2 sin ("u•t3 + 02) = q3
A, sin (colt4 + 01) + A2 sin (n"•td + 02) = q4

This can be extended to multiple frequencies:

N

q, =IA. sin(O)ti +0) i=1,2,3,...,2N (5)

Using trigonometric identities on the sine function, this can be broken into a matrix equation which can be solved for
functions (A.eos(0.) ) of An and 0.,

A, cos(0,)

"sin(-,tt) cos(wtr,) sin(cr-ot) cos(a2t, ) ... cos(as°r( ) 1 A, sin(O,) [qi1
sin(o),t,) cos(c-, t, ) sin(Wtl,) c's(c-,)4 )in(ros,,, A- cms(O,) I q,

- . - A, sin(O,)- :

sin(o),t- ) cos(C-),ft) sin(n)t.) CO(CO)ON , ... sif COlQ5.5~t AS(Oss) AN COS(O'). v qv

_AN Sitt(6

A standard matrix solution method such as Gaussian elimination via Linpack is used to obtain the vector of functions,
and the unknowns A. and 0, are found from these functions.

This specific solution method requires a multi-frequency source in the form of (5), which does not utilize
methods such as sine wave ramping to prevent high frequency transients or dc offsets. These specialized ramps could
be included in the source type, and the same solution method could be followed. This would change the specifics of the
matrix above. In practice, this was not found to be necessary, as the human dosimetry models have not shown
themselves to be highly susceptible to either spurious transients or de offsets.

In theory, the method above provides an exact conversion from time to frequency domain. In practice,
however, the matrix can be ill-conditioned. This happens when the cosine and sine samples become very close together
so that they are numerically indistinguishable. In particular, this occurs when the time samples (I1, t2, t3, etr.) are too
close together, when a very large number of frequencies are involved, or when the frequencies are too close together.
There is a also a problem when their relative magnitudes are several orders of magnitude different. This paper
discusses each of these problems and the efficiency tradeoffs for solving them In practice, this method, which we will
call "N-equations N-unknowns" or (NENU) is the most efficient method of converting from time to frequency domain
data for up to about 30 frequencies, which covers most of the applications of FDTD to-date.
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As an example of the application of the NENU method, solutions were computed for 25 different frequencies,
as a function of the spacing of the time samples (t4 = t, + nAt). The frequencies are evenly-spaced from 0.1 to 1 MHz,
and have equal magnitudes. The time resolution At is Ax / 2c, where Ax is the spatial resolution of the FDTD grid. And
Ax = X_ / 20. In the first case (Figure 2a), the amplitudes and phases are computed using the simple Ax=b form, where
the matrix A and vector b are given above. The vector x is computed using standard Gaussian-elimination solution of
the matrix equation. The magnitudes and phases are computed from the vector x. Errors of less than 1% are obtained
when samples are spaced at least 7 samples apart. In the second case (Figure 2b), the x vector is computed using the
Singular Value Decomposition and related psuedo-inverse. This method provides a significant improvement in
solutions of ill-conditioned matrices. Using SVD provides accurate calculations (less than 1% error) for all time sample
spacing. This enables calculations of magnitude and phase of 25 frequencies using the last 50 converged time steps of
the FDTD simulation.

Figure 3 shows the significance of the advantage of using SVD for these calculations. When the number of
frequencies evenly-spaced from 0.1 to 1MHz; is increased to 100, the SVD can provide calculations with less than 1%
error for sample spacings greater than 4, whereas the direct method without SVD is far more sporadic and requires at
least a spacing of 21 samples. Furthermore it should be noted that merely increasing the sample spacing beyond this
minimum does not necessarily improve the solution.

4. Conclusions and Summary

Figure 1 shows the relative cost of the Fourier transform, 2E2U and NENU methods. For up to 30 frequencies, the
NENU method is most efficient- The cost of taking the pseudo-inverse of the matrix for this method eventually
outstrips the cost of the additional FDTD simulations required in the 2E2U method, and after 30 frequencies the
2E2U method is more efficient. Both of these methods are more efficient than the DFT method.

Memory and storage are tradeoffs for these methods. As noted in Table 1, the DFT must store a complex
value ( equal to 2 real values) for every location and parameter of interest. The 2E2U can completely eliminate this
requirement if the sampling resolution is sufficient to allow computation of magnitude and phase from the final two
time steps of the simulation. The NENU method must store the matrix which is (2 NF) where NF is the number of
frequencies for each location and parameter of interest. These values would generally be written to disk, with final
solution being done as a post-processing step, but this may be prohibitively expensive for some applications.

References

[1] 0. P. Gandhi, G. Lazzi, and C. M. Furse, "Electromagnetic Absorption in the Human Head and Neck for Mobile
Telephones at 835 and 1900 MHz," IEEE Transactions on Microwave Theory and Techniques, Vol. 44, October 1996,
pp. 1884-1897

[2] M. Okoniewski, M.A. Stuchly, "A Study of the Handset Antenna and Human Body Interaction," IEEE
Transactions on Microwave Theory and Techniques, Vol. 44, October 1996, pp. 1855-1864

[3] M. A. Jensen and Y. Rahmat-Samii, "EM Interaction of Handset Antennas and a Human in Personal
Communication," Proc. IEEE, Vol. 83, pp. 7-17, 1995.

[4] P. J. Dimbylow and S. M. Mann, "SAR Calculations in an Anatomically Based Realistic Model of the Head for
Mobile Communication Transceivers at 900 MHz and 1.8.GHz," Physics in Medicine and Biology, Vol. 39, pp. 1537-
1553, 1994.

[5] O.P. Gandhi, J.Y. Chen, "Numerical Dosimetry at Power Line Frequencies Using Anatomically-Based Models,"
Bioelectromagnetics Supplement 1992, pp. 43-60

[6] C. M. Furse, J. Y. Chen, and 0. P. Gandhi, "Calculation of Electric Fields and Currents Induced in a Millimeter-
Resolution Human Model at 60 Hz Using the FDTD Method," to appear in Bioelectromagnetics.

485



[7] R.A. Hart, O.P. Gandhi, "Endogenous electric fields and current densities in an anatomical model of the human
body due to the electrical activity of the beating heart," submitted to IEEE Transactions on Biomedical Engineering
1997

[8] 0. P. Gandhi, Y. G. Ga, J. Y. Chen, and H. 1. Bassen, "Specific Absorption Rates and Induced Current Distributions
in an Anatomically Based Human Model for Plane-Wave Exposure," Health Physics, Vol. 63, pp. 281-290, 1992.

[9] A. Taflove, K. Umashankar, "Review of FD-TD Numerical Modeling of Electromagnetic Wave Scattering and Radar
Cross Section," Proc. IEEE, Vol.77, pp. 682-698, May 1989

[10] T. Shibata, T. Hayashi, T. Kimura, "Analysis of Microstrip Circuits Using Three-Dimensional Full-Wave
Electromagnetic Field Analysis in the Time Domain," IEEE Trans. Microwave Theory and Techniques, June 1988, pp.
1064-1070

[11] J.C. Olivier, "Mutual Coupling Between Waveguide Apertures Mounted on a Common Conducting Surface Using a
Time- and Fourier-Gated Pulsed FDTD Method," IEEE Trans. Microwave Theory and Techniques, Feb. 1993, pp. 290-297

[12] A.C. Cangellaris, M. Gribbons, G. Sohos. "A Hybrid Spectral/FDTD Method for the Electromagnetic Analysis of
Guided Wave Structures," IEEE Microwave and Guided Wave Letters, Oct. 1993, pp. 375-377

[13] C.M. Furse. S.P. Mathur, O.P. Gandhi, "Improvements to the Finite-Difference Time-Domain Method for Calculating
the Radar Cross Section of a Perfectly Conducting Target," IEEE Trans. Microwave Theory and Techniques, Vol. MTr-38,
No. 7, July 1990, pp. 919-927

[ 14] Z. Bi, Y.Shen, K.Wu, J.Litva, "Fast Finite-Difference Time-Domain Analysis of Resonators Using Digital Filtering and
Spectrum Estimation Techniques," IEEE Trans. Microwave Theory and Techniques, pp. 1611-1619, 1992

[15] C.M. Furse, O.P. Gandhi, "Why the DFT is faster than the FFT for time-to-frequency domain conversion," IEEE
Microwave and Guided Wave Letters, Vol. 6, No. 10, 1995, pp. 326-328

[16] C.M. Furse, D.H. Roper, D.N. Buechler, D.A. Christensen, C.H. Durney, "The Problems and Treatment of DC
Offsets in FDTD Simulations," submitted to IEEE Transactions on Antennas and Propagation

[17] D.S. Katz, E.T. Thiele, A. Taflove, "Validation and Extension to Three Dimensions of the Berenger PML
Absorbing Boundary Condition for FD-TD Meshes," IEEE Microwave and Guided Wave Letters, 4(8), pp 268- 270,
August, 1994

[18] Buechler DN, Roper DH, Christensen DA, Durney CH (1995): Modeling sources in the FDTD formulation and
their use in quantifying source and boundary condition errors. To appear in IEEE Trans. Microwave Theory and
Techniques 43(4).

486



Table 1: Computational Requirements for Time-to-Frequency Conversion Methods

Multiplications or Additions or Number of Real
Divisions Subtractions FDTD Storage

simulations Locations

FDTD only 8 NmN, (NporaN_)7 N_
DFT (2 ") (rNm) N 2 (NvmD)(Npmy) Np 2(Np)(Np)( NO ( Np)(NF) (CW• FDTD) (NF)

FIFT (2 ") (N. /2) (NvDTD / 2) I 2(Np)
(Radix 2: log 2 (Nm)(D ) NyJ log 2 (NFaT) (N r•J (pulsed ( Np
Nero must be (Np) (Np) FDTD) (Nrmp)

2E2U 4 (Np)(Npy,) 4 (Np)(Nftý) NF (Np)
(storing t) (CW FDTD) (Np)
2E2U 4 (Np)(Np,ý 4 (Np)(Np,) NF 0
(no storage - (CW FDTD)
use last two
time steps)
NENU 9(N0A,,)( N,ý + (N ),) + 1 T2 N)

8(Np.y)( Np)(NF) 8(NIy( Np)(NF) (pulsed (Npy.) (Np)
(N-1/2)( Nr•-1/2)13 (NF-1/2)( Np-I/2)/3 FDTD)
+ 8(Npy)( Np)(NF)
(N-1 I/2)

Values used in Figure I
Npmr = # of FDTD time steps = 2000
N, = # ofFDTD cels = 100x 100 x 100
NF = # of frequencies of interest
Np = # of parameters of interest = 6 (all E and all H)
Np, = # of FDTD cells of interest = 100 x 100 x 100
NAFmTD = additional FDTD time steps required (depends on simulation)

** Complex multiplications are given the weight of approximately 2 real multiplications
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Table 1: Computational Requirements for Time-to-Frequency Conversion Methods

Multiplications or Additions or Number of Real
Divisions Subtractions FDTD, Storage

simulations Locations

FDTD only 9 -)(N_.,) 8 (Nrym)(N,-) 7 (N-)
DFT (2 ) (N )( Np,) 2 (NFDT)( NN ) NF 2(Np)

(Np)(NF) (Np)(NF) (CW' FDTD) (NF)

FFT (2 **) (ND-m 2) (Nm/r 
2

) 1 2(Np)
(Radix 2: log 2 (NFDM) (Np,) log 2 (Num) (Npyo) (pulsed (NP.y,)
N'm must be (Np) (Np) FDTD) (Npmro)
2n)
2E2U 4 (Np)(Npy,) 4 (Np)(Npy,) NF (Np)
(storing tj) (CW FDTD) (Nb,)
2E2U 

4 
(Np)(Np'y.) 4 (Np)(Nftý) NF 0

(no storage -- (CW FDTD)
use last two
time steps)
NENU 

9
(N.,rm)(N~y.) + 8(N•a-m)(N.y,) + I (2 N,)'

8(Npsy.)( Np)( NF) 8(Nphyo)(Np)(NF) (pulsed (NN,) (Np)
(NF-1i2)(NF+112)/3 (N-I/2)(NF-+-1r2)/3 FDTD)
+ 8(Np.j)( Np)( Nr)
(NO-I/2)

Values used in Figure I
NFDT = # of FDTD time steps 2000
N, = # of FDTD cells = 100x 100 x 100
NF = # of frequencies of interest
Np = # of parameters of interest = 6 (all E and all H)
Nh•t, = # ofFDTD cells of interest = 100x 100x 100
NFTo = additional FDTD time steps required (depends on simulation, approximately 7)

*a Complex multiplications are given the weight of approximately 2 real multiplications

1O 10::: 1 0 00

Figure 1: Computational requirements of the FDTD algorithm and associated time-to-frequency domain

conversions for the parameter values indicated below Table 1.
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(a) Direct Method Ax=b (b) Using Singular Value
Decomposition

Figure 2: Maximum error in the

calculation of magnitude for 25
frequencies evenly-spaced between 0.1
and 1 MHz for various time spacing
between the samples.

Slos

(a) Dire, ct MessodJ~b (b) Using Singular ValueDecomposition

Figure 3: Maximum error in the
calculation of magnitude for 100
frequencies evenly-spaced between 0.1
and 1 MHz for various time spacing
between the samples.
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Abstract

The interaction of antennas in close proximity with materials can be analysed using
transmission-line modelling (TLM). A common example of this situation is the hand-held
mobile phone, where the transmitting antenna is close to the users head. In this paper. TLM
is used to calculate both the absorption in the head and the effect of the head on the antenna
input impedance. Although this is essentially a frequency domain problem, the frequency
dependence of biological materials can be described efficiently in the time-domain, allowing
the same model to be used for both continuous and transient wave excitations.

1 Introduction
The measured frequency dependence of biological materials can be described by an extension
of the standard Debye equation for a single relaxation [1) to include multiple relaxations and
a dc conductivity term [2]. The finite-difference time-domain (FDTD) method has been
used for the modelling of biological tissues at a single frequency using constant material
parameters [3] and extended to include frequency dependence in [4] and [5]. The effect of
the head on mobile phone antennas was studied in [6], and the induced current and specific
absorption rate (SAR) in the head was discussed in [7]. The cubical, homogeneous head
phantom, irradiated by a dipole examined in this paper is based on the canonical model of
the COST244 group [8], [9]. Recently, new data has appeared on the frequency dependence
of biological tissues [10] and these are used as the material parameters for this study. As
is well known in FDTD, the recursive convolution method is an efficient technique for the
inclusion of frequency dependent material behaviour in the time domain [11]. Although
the recursive convolution method has been previously applied to TLM in [12] and [13],
the approach presented here is based on Z-transform methods and leads to a formulation
requiring minimal backstorage. This technique was recently applied to the modelling of
absorbing materials [14] and extended here for the description of biological tissues in the
time-domain.
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2 Formulation

Material Parameters From Gabriel's recently published data [10], it has been observed
that the measured relative permittivity e, of biological media can be described over the range
10-10000 MHz using a Debye susceptibility function Xe with two relaxations and a static
conductivity term or.

OeOeX0 Xi
or + 1 + X = + + + + (1)
sEo sco 1+SrT 1 + S

In equation (1), s is the Laplace variable, E_, is the optical relative permittivity, Xo and X,
are the susceptibilities and 7o and Tl are the relaxation times. Fig. I compares the modelled
relative permittivity of brain grey matter with the data of reference [10]. The estimated
parameters for two types of bone and two types of brain tissue are tabulated below along
with the parameters for average bone and brain material used in the simulations of head-
antenna interaction.

Tissue Type e xo X0 x0 X so r

Cortical Bone 5 25 5 5 10-' 7.5 20 x 10-i5 0.03
Cancelious Bone 6 e5 5 X 10-0 14 20 x 10-2 0s09

Average Bone 5.5 45 5 X 50-9 10.8 20 x 10-11 0.06
White Matter 18 130 5 x 10-9 20 15 x 1i0- 0.13

Grey Matter 20 250 4 X 10- 32 15 X 10-12 0.23
Average Brain 19 190 4.5 x 10-9 26 15 x 10-12 0i18

Real Ra`Sel --

1,00 OsOS)

10
10 100 1000 10000

Fcequecy (MHz)

Figure 1: Relative permittivity of brain grey matter

The material properties of biological media are included in the TLM algorithm using the
dual of the technique developed in [14] for magnetic media. Dielectric behaviour is described
in the Ampere-Maxwell equation, ie

c9E 8
V x H = _Jf + , _E + co- 9 + o49e(Xe*E) (2)

where H is the magnetic field (A m-'), 1_. is a free electric current density (A m-
2
), a, is

the electric conductivity (S m-I), E is the electric field (V m-l), e0 is the permittivity of
free-space (F m-

1
) and * denotes a time domain convolution.
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1-D Model For the 1-D case with propagation along z, the electric field polarized in y
and the magnetic field polarized in z, equation (2) becomes

- -1 J•f, + a, E, + Eo-E- + 6o 9(, * E,) (3)

Using regular space-steps Az = Ay = Az = At, equation (3) is normalized using the

y ./ " ..~ ~......................................... [ : ' '
y• v ../ v -..

X "Lt/2 LI/2 H5

Figure 2: 1-D shunt node

field-circuit equivalences, E. = -Vv/At, H, = -I/IA and Jfv -I 5 /A1
2
. The finite

difference approximation of the spatial derivative leads to the circuit model of Fig. 2 (cf Fig.
4), with

I4 IS nOV•Vs Ce+C 0( s Vn) (4)14 + Is I f -+} Ge * V, "C- ýI'v- + C, ((4)

where the electric conductance is G, = a, At and the transmission-line capacitance is Ct =
eo At. The magnetic fields H4 and H5 of Fig. 2 are represented by the currents 14 and
ls of equation (4). For solution as a physical circuit, in equation (5) the currents 14 and
1
s are converted to the orthogonal voltages V4 and V.s using V = 1 77o. The free current

is normalized using ivf = Iyf 77o and the conductance is normalized using g, = a, r At
where 77o is the intrinsic impedance of free-space. Finally, the Laplace transform is applied,
0/8t -* s = 9/At, where 2 is the normalized Laplace variable, At is the time-step and the
speed of propagation in the 1-D model is the speed of light in free-space. ie c = Ae/At,

V4 + V5 = i 51 + 9,(8) V, + 8 V, + X(s) V( (5)

The transmission-line equivalent circuit of Fig. 3 and equation (6) describe the update of
the total field Vv in terms of the incident voltages (V.' and V') and the free-source ivf,

2(V/4 + Va)' - ivf = (2 + g5 (s) + 2x,(s))Vi = 2V,' (6)

Using z as the time shift operator, the discrete model is obtained using the bilinear Z-
transform, 2 --* 2(1 - z-

1
)/(1 + z-') applied to equation (6) yielding (7), the transmission

coefficient tey(z) describing the update of V. from V,

v5  2 2
-- + 2= t•,(z) (7)

v, 2 + go(s) + 9Xo(X ) 2 + g,(z) + 2(j--r) x (z)

Neglecting the free-sources, the update equations are

[5 [ v+v [ ][ v_ [; V,+[ - v" (8)
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Figure 3: 1-D shunt transmission-line equivalent

From a dual analysis of the Faraday-Maxwell equation [14], in equation (8) the transmission
coefficient t

mz = -1 for a non-magnetic material.
Extending equation (1) to a dielectric material with a number (N) of relaxations and an

optical susceptibility X_ = e - 1, the frequency-domain and Z-domain electric suscepti-
bilities are

X(S=X_+N 
N

Xexs) =x0 + ---ix+ i_- -e- (9)+ Srei Z-1 z 3 '

The update of V. in equation (8) is modified to

Vy = t eYVy = TC5 Vy + Sr z-1 (10)

S~y = £ei Vy + li3 S 5i z-
1  

, i = 1...N (11)
N

S65  = Tr0V"V + % V" + ZSi (12)
i=t

where the coefficients are
Tey = 2 _ + ge - q x-o -q X (1 - fij)2  

(13)

Yt Yt yt
N

y, = q + g, + qxo + q'X 6 j (1 - #hi) (14)

where q = 2 for the 1-D case. Thus in a discrete TLM system describing an Nth order Debye
material, N + 1 backstores for each electric field component are required.

3-D Model The basic element of the 3-D TLM method is the symmetrical condensed
node (SCN) [15] shown in Fig. 4. Note that unlike FDTD in TLM the electric and magnetic
fields are solved at the same point (ie at the node centre) and at the same time. Neglecting
the free sources, following a similar analysis to the 1-D node of previous section applied to
the 3-D TLM cell leads to the iteration procedure (cf equation (8)),

V- -r -V6-i- -

V5V, x{-

V V. + i_ - VV,
V2o Vý + iy - V"

V2 -V3 V4 + V5 [ ]V. - [ 1 - ' -

(4)
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For a node describing free-space, it follows that the electric transmission coefficients t,, =
tv = tz = 0.5 and the magnetic transmission coefficients tmr = t,, = t,. = -0.5. The
wire nodes of the dipole are modelled by setting the electric transmission coefficient in the
wire direction to zero, eg for a z directed wire, t,. = 0. This formulation leads to a scattering
matrix for the wire node which is identical to that shown in [16). The biological tissue is
modelled using the same process as for the 1-D case detailed in the previous section, with
the coefficient q = 4 in equations (13) and (14).

v~ V.

V,

Figure 4: Symmetrical condensed node (SCN)

3 Results

Reflection Coefficient As an initial validation of the 1-D and 3-D models discussed in
this paper, the reflection coefficient of an interface consisting of 0.5 cm of average bone over
an infinite half space of average brain tissue was calculated using space step Af 0.1mm and
is compared in Fig. 5 with the analytic solution found using classical boundary matching
methods [17]. The line had a total length in x of 2500 cells and the program was iterated
for 65536 time-steps.

0.9
0.85 _'

0.8

075

j .s \ ••..7"

06

0.55

0.45

040 zO so 100 5 OOCO 6005 ý700 80 90ý5Fr,. c0 ' (MHz)

Figure 5: Reflection coefficient of an air-bone-brain interface
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4')y

Figure 6: 3-D model of an antenna-head interaction

Antenna-Human Head Interaction The geometry of the antenna-human head in-

teraction is based on the COST244 canonical model gislflsl [8] and is shown in Fig. 6. The
space step for the simulation was 0.5cm, the head was modelled as a cube of average brain
tissue with 20cm sides, the dipole antenna had a computational tip to tip length of 12.5cm
(ie 25 cells) and was placed 1.5cm from the head. The problem space was truncated with a
perfectly matched layer absorbing boundary condition [18) of 5 cells in depth. The overall
size of the problem space in cells was 80 x 60 x 60 cells.

The dipole input impedance was found by exciting the dipole gap with a delta function
of voltage and storing the current measured in the dipole gap (found from the discrete form
of I = f HdL) for transformation to the frequency-domain. Fig. 7 shows the effect of the
head on the dipole input impedance. The presence of the head lowers the resonant frequency
from 977MHz to 900MHz and reduces the radiation resistance at resonance from 70.5f to
41.8Q.

600

4NO

j we

.15 -Real ro head) -
-200 S eal [witShead -

-30O

00 5 as 1050 12.5 t40e
Fre u..eny . MHZ)

Figure 7: Input impedance of the antenna, with and without the head

The current flowing in the dipole for a Gaussian voltage excitation is shown in Fig. 8.
The voltage excitation was e-5 

where k = 8(N - Np) 2
/N~5 , N is the time-step number and

N05 = 100 is the tine-step corresponding to the function peak. The result is similar to the
transient current found for the spherical head phantom in [9].

By exciting the antenna with a sinusoidal source of V6 sin wt, where the dc source voltage
of the mobile phone Vs = 9V and frequency w = 2wr x 900 x lee, the specific absorption rate
(SAR) at 900MHz can be calculated and is shown in Fig. 9. The FAR is calculated using
the effective electrical conductivity at the source frequency wo, ie from equation (1) [7]

to
2 

E0 0o4o 2 CoSXiTS 1ae = ie + 1+÷w2 rg+ 1+÷w
2

r (16
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Figure 8: Antenna current for a transient voltage excitation

The SAR in found from SAT? -- <I/ E~ (17)
2

p

where Em_4 , is the peak electric field at the sample point and the muýs density of brain tissue
p = 1.05 x 103kg m-

3 . The SAR observed along the x axis of Fig. 6 shown in Fig. 9, the
maximum power (SARm_. . 12.1W kg-) is absorbed in the surface of the head closest to
the antenna gap.

,o

'0.

oool

0.2 0,10 0,16 0.14 0.12 0 1 • 06 004 002 0
D -0anr. )o .hs (ý)

Figure 9: Specific absorption rate at 900MHz

The induced current in the cross-section of the head is calculated from the absolute
electrical conductivity of the tissue at the source frequency [7], ie

cab' = abs a0 + jJ cn E_ + 1+ 1 j0 r o + 1 + xj r' (18)

The current I is obtained by summation of the currents in each cell over the cross section of
the head,

The induced current in the plane z = 0 in the head was found to be 1.53A.
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4 Conclusion

This paper has shown that the measured data of biological tissues can be approximated using
a two relaxation Debye model with a static conductivity term. A phantom head close to a

radiating antenna has been modelled in TLM and the results correlate with those presented
by previous researchers. The model is currently being extended to other problems involving
biological materials.

The authors acknowledge the support of the EPSRC, UK and the National Physical Labo-
ratory, Teddington, UK.
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1. Introduction

The simulation of open-region scattering problems using a partial differential equation

(PDE) solver usually requires absorbing boundary conditions (ABC's) [1] to properly trun-

cate the computational domain and to maintain the sparsity of the resultant matrices. In

1994, a new material ABC, the perfectly matched layer (PIML), was introduced in the liter-

ature 12], [3] and since then, it has been extensively studied [41-[14]. Being a material ABC,

the PML leads naturally to sparse systems. is well-suited for parallel implementation, and,

consequently, very attractive for computational purposes.
The original PML concept applied only to Cartesian coordinates (planar interfaces).

To extend its range of applicability, the PIL concept was later extended to non-orthogonal
FDTD grids with good results [13]. [14]. However, an approximate impedance matching

condition was used, since the perfect matching condition was derived based on the assumption
of the metric coefficients to be independent of the spatial coordinates

More recently, true PML's, in the sense of providing reflectionless absorption in the con-

tinuum limit) were derived for 2D cylindrical [15]-[19], 3D cylindrical [20]. and 3D spherical
interfaces [17], [18], [20.]

As with any ABC, it is of interest to investigate the possibility to further extend the

PML concept to a conformal PMIL. Along with its natural flexibility, a conformal ABC has
the advantage of promoting, when used in combination with conformal computational grids.

a further reduction on the amount of buffer space in the computational domain around the

scatterer.
A previous attempt 121] to derive a conformal PML was only partially successful, in the

sense that a true PML was not obtained, but only an approximate one This quasi-PML
gives a perfect matching condition only in the limit when the local radii of curvature go to

infinity (then it recovers the Cartesian PML). However, even with this approximation, quite

encouraging results were obtained in finite-element (FEM) simulations [21]

In this work, we present an analytic derivation of the true 3D conformal PML on a

general orthogonal curvilinear coordinate system. It is demonstrated that the conformal

PML can be expressed in terms of an anisotropic constitutive tensor depending on the

local principal radii of curvatures of the termination surface. The derivation is based on

the complex coordinate stretching approach [5], [6] through a complex stretching (analytic
continuation to the upper half plane) of the nonrmal coordinate along the PML (or termination

surface). The previously derived PML in Cartesian, cylindrical and spherical coordinates are

shown to be special cases of this conformal PML. The quasi-PML is shown to be the zeroth
order approximation of the anisotropic conformal PML for large radii of curvature.

Throughout this work, the convention e-"' is adopted

t
This work was supported by AFOSR under MUPI grant F49620 96-1-0025. ONR under

grant N00014-95-1-0872, and NSF under grant ECS93-02145. and a CAPES Fellowship
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2. Conformal Perfectly Matched Layer in Complex-Space

We start by introducing a convex (when viewed from the outside), closed surface S
around the scatterer(s), representing the interface between free-space and the PML region,
as illustrated in Fig. 1. For a concave scatterer or for a group of scatterers, such a surface can

always be chosen given by considering its convex hull. Note that a convex surface S defines
a concave surface PML as seen from inside the computational domain. The restriction to a
concave PML is an important one, as will be discussed later on.

At any given point P on S, a local, right-handed reference frame can be defined through
the orthonormal vectors ul, u2 , us, with ul and u 2 being tangent to S at P along the
principal lines of curvature, and u 3 = ul X u2 being outwardly normal to S at this point. In

terms of local coordinates C1, C2, 46, we write ui = (8r/84•) / I 0r/84a 1, i = 1,2,3, where r
is the position vector. The first fundamental form induced by the coordinates Es and 42 on

the surface S is diagonal [22] and the curvilinear coordinate system Es, 42, 4s is orthogonal
(diagonal metric). Any point P' in this local reference frame is uniquely denoted by the local
coordinates E1, 42, 4s. The equation bs = 0 represents the surface S. The points of constant
4s corresponds to parallel surfaces in distance 4s to S, and the unit vectors are functions
of 4C and C2, only: ul = ul(4C1,), u2 = u2(4s,4), us = us(41,6 2 ). If the principal radii
of curvature at the point P in S are given by rss(4 5,C) and ro2(6i, 6) (both positive for
S convex), then at a point P', they will be given by ri(4C,42,C3) = r0s(4s,4 2 ) + C3 and
r2 (6s,46,46) = ras (6s,6) +4s.-

In an orthogonal system of curvilinear coordinates 41, 6s, Cs defined by the diagonal
metric 9ij = giijij with 9gi = hs, i = 1, 2, 3, Faraday's equation for an isotropic medium is
written as [23]:

1 r (hs3s) - (hlEs)] - iwpH, = 0, (la)

h1- h (hQsE) - (hsEs)] - iwMH2 = 0, (lb)

h 4h (h 2 E2 ) - (hisE)] - iwcp3S = 0, (lc)

The Ampere's equation follows by duality. Using the local coordinate system defined above,
we have h, = ri/rol, hs = r2/ros, and hs = 1.

It has been previously observed [17]-[20], that the modified Maxwell's equations for PML
media in Cartesian, cylindrical and spherical coordinates reduce to the ordinary Maxwell's
equations on a complex space, where the x, y, z (Cartesian), p, z (cylindrical), and r (spher-
ical) coordinates are analytically continued to a complex space.

In analogy to the Cartesian, cylindrical and spherical PML's, the conformal PML can
be obtained through a complex stretching (analytic continuation to the upper-half complex

plane) on the normal coordinate Cs:

f s(Cd( = j (aC+iS! d( =I4Eýs) I (s, (2)

where a > 1 and a, > 0

The effect of this stretching on a vector propagating wave can be seen, e. g., by locally
expanding the wave in terms of a generalized Wilcox expansion [24], [25] in terms of the
coordinates 41, 42, 43:

E(41,42, 4 r) l /'-- E 2 (3)
_0 0 (rr)
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where ko = w/c. Note that (as observed in [241), the lowest order term in (6) corresponds
to the geometrical optics spreading factor for a doubly curved wavefront. By applying the
mapping (5) in (6), we arrive at:

= 47o(fjf 2 )
t
/

2  
1 2),12~/

where fj = ron + &, f2 = ro2 + ý3, and the induced exponential decay along the normal
coordinate for a > 0 is evident. Also, if a > 1, additional attenuation can be achieved for
evanescent waves, if they exist. This is in analogy to the Cartesian PML. Note also that the
complex stretching on the normal coordinate preserves the transverse boundar- conditions
over the PML interface. However, the field in (7) does not obey Maxwell's equations: instead,
the substitution of (5) in (1)-(4) lead to the following set of equations inside the conformal
PML:

S-(E 3 )- ~- I hEs) -, iwHj = 0, (5a)

(E3))- iarpH2 = 0, (5b)

-i,, (h, (E,)] - i,^ =H 0, (5c)

where we used h, = Fl/rol, h 2 = f2/r02 (since these metric coefficients are functions of
ý3 and must be changed accordingly), h3 = 1. and O/a,¾ = (1/s)(8/8913). No sources are
assumed inside the PML.

A system of differential equations first order in time can be derived from (5) and their
duals with the aid of auxiliary fields, in a manner very similar to [181 A time-stepping
scheme can then be easily implemented. The most salient feature of (5) (in addition to its
complicated appearance!) is that the fields E,. H, inside the PML do not satisfy the original
Maxwell's equations.

We can summarize some basic properties of this new system of partial differential equa-
tions, in the case of a concave PML, as follows:

(i) In the physical region (i.e., where s = 1), (5) and their duals reduce to the usual
Maxwell's equations.

(ii) Any closed-form field solution of the Maxwell's equations in this general orthogonal
curvilinear system can be mapped to solutions of this new system through a simple analytic
continuation on the normal variable: ý3 -4 ý3, as done in the passage from Eq. (3) to Eq.
(4). No reflected field is induced due to this analytic continuation (in the continuum)

(iii) This analytic continuation preserves the analyticity of the solutions on the upper-
half complex w-plane, as long as we limit ourselves to positive radii of curvature (to, >
0 and r0 2 > 0) (concave or planar PML). This means that, in this case, the resultant
frequency-domain solutions are still causal in terms of a real-axis Fourier inversion contour.
or, equivalently, that the solutions are dynamically stable. Otherwise (non-concave. non-
planar PML), the solutions will contain singularities in the upper-half plane implying time-
domain solutions that may grow unbounded. This will be discussed in more detail later
on.

The fact that this system of equations is not the original Maxwell's equations is a
drawback for some applications. In the next section, we show how to build a conformal
PML formulation from (5) which satisfies Maxwell's equations with an anisotropic medium.
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3. Anisotropic Conformal Perfectly Matched Layer

We start by introducing a new set of fields Ei, Hf obtained by using the following

transformations on the Ei, Hi fields of (5): Ek = (hQ/hs)EI, E2 = (s 2/h2)E2, E = ,
Hf = (h/l/n)Hs, k 2 = (hs/hs)H2, As = sHs.

We note that,since the factors (his/h) axe continuous along the free-space- PML inter-
face (both rx and $s are continuous), the original tangential fields El, H

T
, E2, H 2 , and the

transformed tangential fields £1, H5 , £2, H 2 obey the same set of boundary conditions at
the free-space-PML interface. Therefore, since EI, Hi, E2, H 2 are perfectly matched at this
interface, E2, Hi, £2, H 2 are also perfectly matched.

Furthermore, by substituting the transformed fields into (5), we arrive at the equations:

I '4t - 4- (is2 t 2)] - i-11 (shŽ2)115 = 0, (a

( (h0)- 8 s -i., ,h =o, (6b)

-2 - iw' )H = 0, (6c)

Equations (6) are just the Faraday's equations on the original orthogonal curvilinear
coordinates system of (1) characterized by the (real) metric gij = gii5ij with gni = hs,

i = 1, 2,3, and hs - 1, but now for an anisotropic medium, whose constitutive parameters
are given by A = •pA and E = eA, with

- (olskiss (A thsl
2 ) ((7)sA ... - ) + U2U2 t-- I -)+ u I- -- ,. (7)

The significance of this result is that it is possible to achieve reflectionless absorption of
electromagnetic waves incident on a smooth, concave surface having anisotropic constitutive
tensors given by (7), depending on the local principal radii of curvatures. Since (7) is
a formula of a constitutive parameter, it is independent of any coordinate system. This
means that, given a concave surface termination (as viewed from inside), we can apply
this anisotropic conformal PML in any coordinate system, by expressing the local radii of
curvature and the stretching as functions of the new coordinates, so that A = A(r) is a
function of r only.

An interesting point to observe is the local interplay between the physics of the medium
and the geometry, as the (local) constitutive parameters depend on the (local) geometry of
the termination.

4. Special Cases

The previously derived Cartesian [7], cylindrical [15], [20], and spherical [20] anisotropic
PML are just special cases of (7). The Cartesian PML is obtained by setting r01 = r02 = 00,

so that hi = h 2 = 1. Furthermore, if us = u., u 2 = U
0

, Us = u., and s = s,(z) for
attenuation in the z-direction, then (7) becomes

X,(z) = u~u~s, + u~u~s, + Uu.-I, (8)

as first derived in [7]. Since AA (z) is a function of z only, we can combine it with simultaneous
stretching in the x and y directions (orthogonal everywhere) also:

A.... (X, y, Z) = XA(c) - 5 (y) - A(z) = u.un - + 0Y : + U =U5, (9)
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which is the most general expression for the Cartesian PML and corresponds to a corner
region.

The cylindrical PML is obtained by setting re, = c, r0 2 = p so that hit/h = 1. and
h1/h2 = p/p. Furthermore, ul = U9 . U2 = u-, = u3,, and s = s,(p) for attenuation in
the p direction, so that (7) becomes

Ap,a(p) = UOu¢ P + U.u. p-' + upup , (10)
P P PSa

as first derived using a graphical method in [15].

Since A,(p) is a function of p only, we can combine it with a simultaneous stretching
(Cartesian) on the z direction (orthogonal to p everywhere) also:

A',6(P, z) = A4(p) . A(z) = uoUe L + u.u. -s' + upup, (it)
ps

5  
PSp

which is the most general expression for the 3D cylindrical PMIL. as derived in _20].
The spherical PML is obtained by setting re1 = re2 = r, so that hl/h, = h2/h, = f/r

Furthermore, u, = UO, U2 = up, us = u_, and S o se(r) for attenuation in the r direction.
so that (7) becomes

A.o,•,•(r) = uu,. (f)
2

s + ueues. + Ueun,., (12)

as derived in [20].
If rel, r2 >> A, then we have, as a zeroth-order approximation for (7)

A = UlUIS + uu2s + usus-, (13)

which is just the planar PML with stretching in the normal direction, as considered in [21].

This approximation should be more properly called 'quasi-PML', [26]. As demonstrated in
[211, very good results can be obtained with this approximation, as long as large radius of
curvature are considered, which is the case for large scatterers.

Care must be taken to derive higher-order approximations to (7). For instance, it is
easy to show that the first-order approximation using a Taylor expansion in A/ro, .A/ro2 to
(7) gives rise to constitutive tensors having poles on the upper-half w plane for any r 01 ?6 r12.
This implies an active-medium behavior and the resultant time-domain equations may turn
out to be dynamically unstable, as discussed in the next section.

5. Causality and Stability Issues for the Conformal PML

As discussed in more detail elsewhere 127), a condition that should be investigated for

the frequency-dependent matrix A (and also its inverse, X-') is that if it violates causality
in the sense of the real axis Fourier inversion contour. This is equivalent to having the
upper-half complex . plane free of singularities (and zeros).

Using the stretching defined by (2), it can be easily shown that, for a concave or planar
surface PML (more precisely, tel > 0 and ro2 > 0), all poles and zeros of A are on the
lower-half plane, so that causality is not violated. However, for a non-concave, non-planar
surface PML (i. e., r01 < 0 or r 0 2 < 0), there will be poles and zeros on the upper-half plane.

In the latter case, causality in the sense of real-axis integration is violated. In time-
domain explicit methods, such as the FDTD, the causality will necessarily be enforced. which
is equivalent to taking the Fourier inversion contour to be above all singularities [1]. In this
case, the PML will behave as an active medium and the resultant time-domain equations
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may turn out to be dynamically unstable, as, for instance, was found to be the case for
simulations employing cylindrical and spherical convex PML's (inner boundary) [27]. An
alternative to ensure a dynamically stable ABC when rol < 0 or ro2 < 0 (although not
perfectly matched anymore), is to use the 'quasi-PML' described in the previous section.

This violation of causality can also be directly checked by an investigation of the singu-
larities in the resultant analytic solutions, such as (4). For a concave PML, the denominator
factors in (4) produce branch points and/or poles only in the lower half-plane (the singular-
ities present on (3) are translated downwards in the complex Lo plane). For a non-concave,
non-planar PML however, these singularities are present on the upper half-plane (the singu-
larities present on (3) are translated upwards in the w complex-plane).

It is important to note that these conclusions are valid by considering the stretching
defined by (2), which is the universally used in the literature. For other kinds of stretching
(which would imply more involved time-domain equations), they are not necessarily valid.

6. Conclusions.

An analytic derivation of a conformal PML for concave grid-terminations is presented.
The derivation is based on the complex stretching of the normal direction on a generalized
orthogonal curvilinear coordinate system conformal to a termination surface.

It is shown that this conformal PML produces an exponential decay of the fields in
the normal direction without any reflections in the continuum limit. In the complex-space
formulation, the resultant fields do not obey Maxwell's equations. However, an alternative
formulation is presented with anisotropir medium where the fields obey the Maxwell's equa-
tions everywhere. In analogy with the Cartesian, cylindrical and spherical PML's, in this
Maxwellian formulation, the PML region is represented by an anisotropic artificial medium.
For the conformal PML, the constitutive tensors depend on the local radii of curvature of
the termination surface.
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1. Introduction
The perfectly matched layer (PML) absorbing boundary condition (ABC) [1], [2] is

a very efficient means to truncate the computational domain in the finite-difference time-
domain (FDTD) simulations [1i-[10]. Being a material ABC, the PML retains the nearest-
neighbor interaction characteristic of the FDTD method, making it particularly suitable for
parallel simulations. It was also applied to finite-element (FEM) EM simulations [9], [111,
[12], elastic-wave problems [13] and paraxial-wave problems [14] with similar success.

More recently, the recognition that the PML can be interpreted as an analytic continua-
tion of Maxwell's equations (ME's) to complex-space [15] provided the basis for the extension
of the PML to 2D cylindrical [18], [19], 3D cylindrical [20], and 3D spherical coordinates [18],
[20] (extensions to 2D cylindrical coordinates are also considered in [16], [17]).

The artificial PML media in any of these coordinate systems should retain the causality
conditions observed by the original ME's. This naturally leads to the study of the analytic
properties on the complex w plane of either the PML tensor constitutive parameters (in case
of anisotropic formulations [6]-[8], [11], [12], [16], [20]) or the complex-space ME's closed-
form solutions inside the PML (in case of complex-space formulation [3], [5], [9], [13]-[15],
[18], [19]).

We study these analytic properties for the various coordinate systems PML's: Cartesian,
cylindrical and spherical. We point out conditions under which causality is violated and the
consequences of on the dynamical stability of the PML-FDTD simulations. Throughout this
work, the e-C" convention is used.

2. Causality and Dynamical Stability

The constitutive relation for the electric field is written as:

SW j 9(7) -E(t - r")dr. (i)

Invoking causality, we have that F(t) = 0 for t < 0, and it is possible to show [20] that this
implies that F(w) must be analytic in the upper-half complex a plane, whenever the Fourier
inversion contour is carried out along the real w axis.

However, when c(w) is not analytic in the upper-half plane, causality is preserved pro-
vided that the Fourier inversion contour is taken above any singularities [21]. In this case,
the medium will behave as an active medium and its response will not be dynamically stable
anymore. The definition of a dynamically stable system adopted here is such that all its

t
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eigenmodes approach zero as t - cc (asymptotically stable) or remain bounded as t -• 00
(marginally stable). This stability criterion is distinct from the stability criterion that has
to be satisfied by a particular numerical discretization scheme. It is also a distinct from the
one incurred by a particular field-splitting of the modified PMIL equations, which may induce
weakly well-posedness [22]. For a dynamically unstable system, no discretization schemes
or field-splitting schemes prevent the solutions from growing unbounded. In FDTD simula-

tions, causality is enforced, so that the inversion contour is always chosen to be above any
singularities and violation of causality in the sense of real w axis inversion contour implies a
dynamically unstable FDTD method.

3. Dynamical Stability of the Cartesian PML

The PML was first proposed in Cartesian coordinates [1], [2], and since then, Cartesian
FDTD codes have been implemented in several examples [1]-[10].

Since in the anisotropic formulation [6]-[8], [11], the fields inside the PML region obey
the ME's, a useful test for violation of causality is to check if the resultant constitutive
tensors (and their inverses), i(r,w) = eA(r,w) and c(r,w) = pA(r,w) satisfy, along with

the crossing relation, the Kramers-Kronig relations 321], [23]-[25]. The A(r. w) tensor is given
by:

a~r,w) = + :%EiQ ) (2)

where the frequency-dependent complex stretching variables. oi, " = z. y, e, are given by

S<(,W) = uc(ý) + i•a() (3)

with a4(() > 1, and a<(() ? 0 in the practical cases. Note that this expression resembles
the complex dielectric constant of a conductive media.

The expression (2) is the most general for a Cartesian PML media and corresponds to a
3-D PML at a corner interface. This tensor is the product of three simpler teansors [8]. [11]:

A(ros) = X(x,w).-Aw(y,w) -A(z,w). (4)

with

It .'5() +(~ z~. (5)

and analogously for A, (y, w) and A, (z, w). In order for A(r. w) to satisfy causality each of the
AX ((, w), must satisfy it individually (there are no pole cancellations). Since the frequency
dependence of Ac((,us) and Ac(C,w)-' is determined by l/sC and sC, the Kramers-Ironig
relations must be satisfied by these functions individually. The Kramers-Kronig relations are

a consequence of the application of the Cauchy's theorem to the function F(,) - Z(c) in the
upper half-plane 121). In their usual form [21], [233-[25], it is implicitly asssmed analyticity
of i(w) - i(oo) over the real axis. However, this is not the case, for instance, of conductive
media, in which the complex dielectric constant has a term ia/wfc, and therefore has a pole

at w = 0. The Kramers-Kronig relations for conductive-like media must be modified to
account for the deformation of the closed contour in the Cauchy's theorem to avoid the pole
at the origin [233, [24]. This was overlooked in a previous study on this topic [25:. In this
more general form, the Kramers-Kronig relations are [23], [24]:

) -(oo) = W) d_ (6)

5P0V + ?(c) --, [7)
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where Z(w) and ?i(w) are the real and imaginary parts of 9(w), PV denotes the Cauchy
principal value. The ?,(w) and ?i(w) are limiting values as w approaches the real axis from
above. To apply relations (7) and (8) to the expression (3), we identify: '9(w) -+ at,
?(co) -± a(, Zj(w) - a••w,, so that (11) and (12) become (13) and (14) below:

o =r PV"+ w'( w , (8)

a/w = 0 + C/W. (9)

Eq. (9) verifies (7), and (8) verifies (6) since [301:

!Pvj • a ' - o(w), (10)Sj _ • ' ( • ' - w )

so that (8) is true in the upper-half plane. As a result, expression (3) obeys the Kramers-
Kronig relations and represents a causal function. The fact that in the real axis we get a Dirac
delta function from (10) is related to the divergence of the integral in (1) for conductive media
(real include the Dirac delta function since it should be treated as an analytic continuation
from the upper-half plane, as a complex dielectric constant of conductive media.

It can also be shown that, if at 2! 1 and o% _Ž 0, the function 1/sc satisfies the Kramers-
Kronig relations.

In summary, the Cartesian anisotropic PML media with frequency-dependence given by
(3) is causal in the sense of real axis inversion contour. No dynamical instability should be
expected, consistent with the numerical results in the literature.

A second way to investigate the dynamical stability of the Cartesian PML is to write
the closed-form field solutions for the modified ME's inside the PML and study its analytical
behavior in the complex w plane. This is done more expeditiously in the frequency domain
since the solutions of the modified ME's inside the PML [3] are the analytic continuation of
the closed-form solutions of the usual ME's [15], [18], [20]. It can be shown that the resultant
PML Green's functions are analytic over the entire upper-half w plane and causality in the
sense of real-axis Fourier inversion contour is not violated [26], corroborating the previous
analysis.

4. Dynamical Stability of the Cylindrical PML

The cylindrical PML is considered in [151-[20]. The constitutive tensor, X(p,z;w), for
the anisotropic 3D formulation is given by (20]:

A(p,z;W) = (js. )+ + s• __0e) + u(S) (11)

In the above, sp and s. are the stretching parameters in the p and z directions:

s5 (p, ) = a5 (p) + i 7p(P), (12)

s(z, w) = (•() + i-.z), (13)

with ap, > 1 and a,5 , > 0. The variable so is a 'pseudo-stretching' parameter in the €
coordinate that accounts for the modification in the metric after the stretching:

so (p, W) = 1' (p.I ' s,(p')dp!) =1' (b(p) + 'P)) (14)
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where Po is on the physical (real) space and a, = 1, a,, = 0 in the physical space. The tensor
in (22) can be written as the product of three simpler tensors:

A(p, z;.W) = A,(p,w). A- ,(pýw) (z,W) (15)

with

and analogously for Ae(p, w) and A, (z, w).
In order to A(p, z; w) satisfy causality, each of the tensors in (15) must satisfy it individ-

ually (in general, there are no pole cancellations). A, and A, have the same analytical prop-
erties of the Cartesian PML tensors studied before. The frequency dependence of A,(pw')
(and AX(p,w)-') is determined by so and 1/s,. and therefore we must focus our attention
on these factors. To ensure causality (in the sense of real-axis Fourier inversion contour) in
Ao(p,w), we must ensure that there are no poles due to so or 1/so above the real-axis For
so, this is evident, as the only pole is at wt = 0 and it can be shown that this function satisfies
the Krarners-Kronig relations of the form (6)-(7). However, a major difference arises in the
angular factor 1/se. It is due to the fact that the factor Ae in the imaginary part of so can
be, at certain instances, negative. This is in contrast to the correspondent a factors in the

imaginary part of s,_ sv, sa, or s, which are also chosen to be positive to achieve absorption.
Due to the fact that ae is positive, when used in (14) for a concave cylindrical PML (i.e..
at an outer boundary), we will still have A, > 0. But for a convex cylindrical PML (inner
boundary), we have A, < 0, as the integral in (14) is carried over decreasing values of p. The
net effect of this is that the factor 1/s,, will then have poles at the upper half-plane, and the
resultant X(p, z; w) will be non-causal. As a consequence, dynamical instability on FDTD
simulations employing a convex cylindrical PMIL is expected. This can also be concluded
from an analysis of the properties of the field solutions on the cylindrical PML [26]. The
solutions of the modified ME's in the cylindrical PML are just the analytic continuation of
the solutions of the usual ME's in cylindrical coordinates.

For outer boundaries (concave PML), the analytic continuation preserves the analyticity
on the upper-half wt plane of the resultant field. When p --+ as in (14) with A, > 0. all
singularitics are translated down to the lower-half at-plane, so that the upper half-plane is
kept free of any singularity.

In contrast, for inner boundaries, the analytic continuation does not preserve analyticity
in the upper-half plane as the variable ý now has A, < 0. Zeros of the denominator functions

H,(')(.) that appear on the Green's functions [26] and are located in the lower-half plane will
eventually appear as poles on the upper-half w-plane of the reflected field expressions under
the complex stretching. Fig. l(a) illustrates the location of the complex zeros of the function

H(I) (.),r n= 7. Branch points of the H!(I)(.) will similarly be translated to the upper-half
w-plane.

Fig. 1(b) shows the E, field from a line source in the presence of a PEC cylinder

computed using a cylindrical grid FDTD algorithm. The line source is located at (r,6) =
(4.25A,,,0

t
) and the field is sampled at (r,e) = (3.75X_ 0)). The cylinder is centered at the

origin and has a radius a = A,. The excitation pulse is the derivative of the Blackman-Harris
pulse with f, = 300 MHz. The grid is terminated at r = 5-c. An 8-layer concave cylindrical
PML is used before the grid ends. The PML thickness is 0.5A.. A quadratic taper on a, is

used and a, = 1 everywhere. The solid line in the Figure 2 shows the result when using only
a concave cylindrical PML. The dotted line is the result of the simulation when a f-layer
convex cylindrical PML is placed around the inner PEC cylinder. The instability of the

resultant FDTD algorithm in this case is dramatic, and an exponential growth appears soon
after the wave reaches the convex PML.

An alternative to avoid instabilities in the convex case is to impose A, > 0 in for the

inner boundary. In this manner, a dynamically stable scheme can be obtained. However. the
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resultant cylindrical interface is not perfectly matched anymore. This useful approximation
behaves as a true PML only in the limit p -+ mo, where the cylindrical PML reduces to the
Cartesian PML. The two important features exhibited by this quasi-PML when compared
to a true PML (when the latter is applicable) are (i) a non-zero reflection coefficient in the
continuum limit and (ii) the need for a more finely tuned profile to achieve the best results.

Still, this quasi-PML may have important practical applications when p > A, both for
numerical simulations and as a physical basis for artificially engineered materials.

4 04.

Fig. 1(a) (left) - Contour map of the magnitude of the function H(')(z). The darker regions
represent smaller values. The zeros on the lower-half plane and the branch cut are clearly visible-
Fig. 1(b) (right) - 2D FDTD solution with cylindrical PML. The solid line is the 0ase with the
concave PML only. Direct and the reflected pulse due to the inner cylinder are visible. No reflected
fields due to the grid ends at the outer boundary are visible. The dashed line represents the FDTD
simulation with the convex PML coating the inner cylinder. The dramatic instability incurred is
evident.

5. Dynamical Stability of the Spherical PML

The spherical PML is considered in [15], [18], [20]. The constitutive tensor A(p,z;w) is
given by [20):

a(r;w9) = + ( !r) - )(17)

In the above, s, is the stretching parameter in the r direction:

sr,(o,) = a,(r) + ior(r) (18)

with a, > 1 and <, > 0. The variables so, st are 'pseudo-stretching' parameters in the 0 and
5 angular coordinates that account for the modification in the metric after the stretching:

so(r,w) =so(r,w) = = I (r+ jrs(r')dr') = !'(hb(r)+iŽŽ)), (19)

where rg is on the physical (real) space and ar = 1, or, = 0 in the physical space. Since
so = so, the constitutive tensor in (32) can be simplified to

A(r;w) = P (I ) + +a + (20)

Following the same reasoning used in the cylindrical PML case, we conclude that A(r;w)
has no poles in the upper half plane for a concave spherical PML, and therefore the resultant
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FDTD scheme will be dynamically stable. In the case of a convex spherical PhIL. we note
that due to the pole cancellation in the angular terms 00 and (€ in (17) the tensor A(r;wx)
has no poles in the upper-half w-plane. However, its inverse A(r;w)-

t 
has poles in the

upper-half plane due to the factor f/r in the radial term ft of (20). From this, we should
also expect dynamical instability on PDTD simulation when employing a convex PML on
spherical coordinates.

This is also predicted by a direct analysis of the field solutions in the frequency domain.
The solutions of the modified ME's inside the spherical PhIL are the analytic continuation
of the solutions of the usual ME's in spherical coordinates with the r coordinate mapped
as in (19) [15], [18], [20]. When employing a convex spherical PMIL. the analyticity of the
solutions in the upper-half plane is again not preserved. The only important distinction
from the cylindrical case of the previous section is that the Hankel H,(

1
)(.) and Bessel J,(-)

functions are replaced by its spherical counterparts h(," (-), and Jn(). Although not having

branch points on the real axis as H,(')(.), the denominator functions h( I)(.) in the spherical
case still have zeros on the lower-half plane, as illustrated in Fig. 2(a). These zeros will
eventually appear as poles on the upper-half s-plane of the field solutions under complex
stretching.

Fig. 2(b) depicts the Eo field from a 0-polarized Hertzian-dipole in the presence of a
PEC sphere. The field is computed using a spherical-grid FDTD algorithm. The dipole is
located at (r,6,d) = (1.9Az,900, 0°) and the field is sampled at (r, 0.€,) = (1.5A, 900, 0).
The PEC sphere is centered at the origin and has a radius a = 0.5A,. The grid is terminated
at r = 3.5V. The FDTD algorithm includes an 8-layer spherical PML before the grid ends.
The PML thickness is 0.8.A, The excitation is the same as before. The grid is terminated
at r = 3.5,A. An 8-layer concave spherical PMIL is used before the grid ends. The PhIL
thickness is 0.8A,. A quadratic taper on a, is used, and a, = I eve•w•here. The solid line in
the Figure 5 shows the result when using only a concave spherical PMIL before the outward
boundary. The dotted line is the result of the simulation when a 8-layer convex spherical
PML is also placed around the inner PEC sphere. Again. a dramatic instability is present.

-1-

Fig. 2(a) (left)- Contour map of the magnitude of the function h4('(z) on the compleo plane
The darker regions represent smaller values. The zeros on the lower-half plane are clearly visible.
Fig.2(b) (right) - 3D FDTD solution with spherical PML The solid line rep-rsent; the cas- sith
the concave PML only. Direct and the reflected pulse due to the inner sphere are visible. No reflected
fields due to the grid ends at the outer boundary are visible. The dashed line represents the FDTD
simulation with the convex PML coating the inner sphere, The dramatic instability incurred is
evident.

512



6. Concluding Remarks

The analytic continuation of Maxwell's equations to complex space is a powerful tool to
achieve the refiectionless absorption of electromagnetic waves in different coordinate systems.
In this work we have pointed out some limitations of this approach. In particular, the analytic
continuation should preserve analyticity on the upper-half of the complex w plane. We have
made the connection between the violation of causality and the dynamical instability of the
resultant time domain scheme.

Contrary to previous claims, we have shown that the Cartesian PML with the frequency
dependence as proposed by Berenger does not violate causality. The complex-space formula-
tion of concave PML both in cylindrical and spherical coordinates preserves the analyticity

of the solutions on the upper-half plane and therefore implies in a dynamically stable FDTD,
but for the convex PML in cylindrical and spherical coordinates it violates causality (in the
sense of real-axis inversion contour) and result on a dynamically unstable FDTD.

In principle, convex cylindrical and spherical surfaces PML are not ruled out by this

analysis. It merely points out that the same method used to derive concave PML cannot be
applied in a naive fashion to obtain a convex PML. The conclusions obtained here are based
on the particular frequency dependence chosen for the stretching variables. Other choices ace

also possible but at the cost of increased complexity on the resultant time-domain equations.
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A UNIFIED APPROACH TO PML ABSORBING MEDIA

Douglas H. Werner and Raj Mittra
The Pennsylvania State University
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Abstract: This paper offers an alternative interpretation of Berenger's Perfectly Matched Layer
(PML) equations. This new formulation is based on a concept of field scaling rather than one that
involves coordinate stretching. It is also demonstrated how the field scaling approach may be used
to develop a methodology for unifying the Berenger and anisotropic PML formulations.

I. INTRODUCTION

The numerical solution of many electromagnetic radiation and scattering problems requires
the imposition of Absorbing Boundary Conditions (ABCs) in order to truncate an otherwise
infinite computational domain. An ABC which consists of a reflectionless lossy material, known
as a Perfectly Matched Layer (PML), was recently introduced by Berenger [1]. The desired
electromagnetic absorption characteristics of the PML medium are realized, in this case, by
starting with a suitably modified form of Maxwell's equations. More recently, an alternative
realization of a PML has been presented by Sacks et al. [2], which is based on an anisotropic layer
whose complex permittivity and permeability tensors possess certain special properties.

The original form of the PML, first proposed by Berenger in [1], required the Cartesian
field components to be split into two subcomponents, each of which is weighted by different
constitutive parameters. A PML formulation based on complex coordinate stretching was later
introduced by Chew and Weedon [3], which does not rely on field splitting. An unsplit form of
Berenger's equations was derived by Mittra and Pekel [4] which only required 6 scalar equations
instead of 12. It was also demonstrated in [4] that the unsplit form of Berenger's equations were
identical to those obtained in [3] through the use of coordinate stretching. An alternative
interpretation of Berenger's PML was recently proposed by Werner and Mittra [5] which is based
on field scaling rather than coordinate stretching.

In this paper we present a review of the new field scaling formulation of Berenger's PML
first introduced in [5]. We also demonstrate that one of the main advantages of this new field
scaling approach is that it leads to a framework in which the Berenger and the anisotropic PML
formulations may be easily unified.
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II. THEORY

A. Coordinate Stretching Formulation of Berenger's PML

The coordinate stretching interpretation of Berenger's PML was first introduced by Chew
and Weedon [3] and later refined by Wu et al. [6]. A Cartesian coordinate system was adopted
in [3] such that the z-axis is normal to the interface between two homogenous half spaces. The
first region is considered to be free space, whereas the second contains an anisotropic absorbing
medium with material properties (co, , o, a *). If an eit time variation is assumed, then the
modified Maxwell's equations for a source-free Berenger PML half-space may be expressed in
the form [6]

Vh .• H jeo5 E (2)

e Eo E 0 (3)

V, go =o (4)

whereVe and Vh are complex coordinate stretching operators given by

1 a0 I .1 aV + +y + cZ- (5)
ý eax e a), e. a

y

1 0 . 10 1 0

Ch =5 Ox Y yy• + .O (6)
T hax h qy ThTZ(6

x y -

The coordinate stretching variables e., ey, e. and h., by, h, which appear in (5) and (6),
respectively, are usually chosen to be

e = e = (7)
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e = 1 -i (8)
(0 1

0

h =h = 1 (9)

hý = 1 - j o-'• (10)
0) (10

The impedance of the PML medium is matched to that of the adjacent free space when [1]

- = (11)

This matching condition is satisfied when e. = h., which suggests that Ve = Vh" Hence, by
incorporating this condition into (1)-(4), we arrive at the following set of modified Maxwell's
equations:

=JCfl !- (12)

V7 × ft = jwoE (13)

V eo = 0 (14)

iVý 4HF=O (15)

The corresponding set of modified vector Helmholtz equations for the electric and magnetic fields
in Berenger's PML medium are then

51k72
_= (16)

517



V f k' fl =0 (17)

where k, = 6) ýtt0r = rs/c and

i, a' a' I
x--' + Ty2 e2 Oz' (18)

z

Finally, we note that (18) may be used to express (16) and (17) in the explicit forms

__ ay + 1 2 + k2j a 0 (19)

a'2 a' 1 a'2
- + '.21(, O +Ty2 e

2 Iz' (20)

B. Field Scaling Formulation of Berenger's PML

In this section, we introduce a new interpretation of Berenger's PML which is based on
a field scaling approach rather than a coordinate stretching approach. The derivation begins by
considering the unsplit form of Berenger's PML equations originally proposed by Mittra and
Pekel [4]. The six unsplit scalar equations derived in [4] may be expressed in the following vector
form [5]:

u([J3]) = -joW[P]/ (21)

SX ([M]/f) =i o(0IV (22)

where
[c] = oe] and [p] = jo[il,] (23)

[ = [et] - j[c"] and [pj = [ý1; - 1[p,'] (24)
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(10 0
[01 0 ! 0 (25)

O001

fell) [a] and [g.11] = [o.] (26)

(a0 (o& o i/
[ = 0 J and [] O= [O& (27)

1 0 0 1 0 0
01 0 01

[a]= and [13] = (28)

00 l-j- 0 0 1-j---

It is important to recognize here that the elements of the tensors [a] and [P3] are unitless. It is also
of interest to point out that the elements of the electric and magnetic conductivity tensors which
appear in (27) are all positive.

The impedance matching condition for the PML medium in this case is given by
[8] -__[_

Co 'o (29)

which is satisfied provided [e] = [g] and [e.,] = [y,']. The first of these conditions is
automatically satisfied by (25), while the second is equivalent to (11), and suggests that [a] = [[3].
These facts may be used to show that the modified form of Maxwell's equations given in (21) and
(22) for the Berenger PML may be written as

Vx V = _jog0 [A] kI (30)
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' = Jcoeo [A]E' (31)

C, r[A] E' = 0 (32)

V" o[A]fl' = 0 (33)

where

S- [ua] £(34)

H' = [a]H (35)

[a] 0 101 (36)

0 0 a,

a -c5 (37)
CO Co

and where [A] has the property that

a°0 0

[A] [P[] H, [r] [a]-, 0 a 0 (38)
[ A , C 0 0 l/a

An inspection of (30)-(38) reveals that the curl and anisotropic tensor operations in the
modified Maxwell's equations for the Berenger PML are carried out on the scaled version of the
fields, i.e., E' and Hf, rather than directly on the actual fields P and H. This field scaling
approach offers an alternative to the coordinate stretching formulation of Berenger's PML
discussed in the previous section. One of the main advantages is that the modified Maxwell's
equations for the field scaling formulation of Berenger's PML have exactly the same form as those
associated with the popular anisotropic PML formulation [2,5,6], the only difference being that
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the former operates on a scaled version of the fields while the latter does not. In fact, if we define
a generalized form of the tensor [a] according to

[ 0 1 0i1 (39)
0 0d

we obtain the anisotropic PML formulation when d = 1, and the Berenger PML formulation when
d=a.

It can be shown using (30)-(33) that the modified vector Helmholtz equations for the scaled
field version of Berenger's PML are [5]

ý -. ([A ] f' + k 2 .g = 0 (4 0 )
a

1 tV. ([A] !' , kV ' R' 0 (41)
a

which may also be expressed in the form

a2+ a2 + 1 °2 +0k2) f':0k (42)+x y a2 a2

a2 +a2 + I 2 0]•
+ + k ' =0 (43)

Finally, by making use of (34) and (35), we recognize that if El and Hl' represent solutions of
(42) and (43), respectively, then so must f and Fl.

III. CONCLUSION

A new unified approach to the treatment of PMLs has been introduced in this paper. This
new approach allows both Berenger and anisotropic PMLs to be considered as special cases of a
more general PML formulation.
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Abstract-The cell space in the finite-difference time-domain method must be truncated with an
absorbing boundary. The perfectly-matched layer (pML) formulation for the boundary offers much
lower reflection than the Liao formula, but at the cost of much greater memory requirements and much
longer execution tine at each time step. But because the PML reflects much less and so interacts with
the object being modelled much less, a much thinner layer of free space cells can be used to separate the
object surfaces from the absorbing boundary. Thus a problem can be solved to a given accuracy with a
much smaller cell space using the PML than using the Liao absorbing boundary. This paper examines
the tradeoff in memory requirements and execution time of the PML compared to the Liao boundary,
for computing the radar cross-section of a metallic rod target and of a dielectric cube.

Introduction
This paper compares radar cross-sections computed using FDTD with measured RCS data for a

perfectly-conducting rod and for a high-permittivity, low-loss dielectric cube. The purpose is to
compare the performance of the perfectly-matched layer (PML) absorbing boundary condition (ABC)
[1,2J with the Liao second-order ABC [3]. The memory requirements for the FDTD cell space and for
the absorbing boundary, and the CPU tine requirements, are compared on the basis of equally good
agreement with the measured RCS.

With the Liao ABC, a layer of free-space cells called the "whitespace" is used to separate the
surfaces of the object from the outer boundary of the cell space layer. Using the PML, the whitespace
separates the object from the inner surface of the PML, and PML itself has a thickness in cells. The cell
space size is determined by the thickness of the whitespace plus the thickness of the PML, as shown in
Fig. 1. To obtain good agreement with the measured data, how thick must the whitespace layer be
using the Liao ABC? How thick must the PML be? How much whitespace must be used with the
PML? The memory requirements to store the field components in Yee's FDTD [4,5] increase in
proportion to the total number of cells, which in turn increases as the cube of the thickness of the
whitespace plus the PML layers. The computation time thus increases as the cube of the whitespace
thickness. The volume in cells of the PML layer increases in proportion to the area of the outer
boundary in cells, which increases as the square of the whitespace size. The memury requirements of
the PML thus increase as the square of the whitespace size. Since the PML ABC requires much more
computation at each time step for the same space size than does the Liao ABC, it might be thought that
a thicker whitespace used with the Llao absorbing boundary is more economical than a thin whitespace
terminated with the PML. Indeed, it has been suggested that the Liao boundary be used for day-to-day
investigations with FDTD, backed up by using the "expensive" PML to check the accuracy in individual
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cases. This paper explores the trade-off between computer memory requirements and running time,
comparing the Liao ABC with the PML for the same degree of agreement with measured RCS data.

Integratlon eurface for neor to for zone tron.formation The Perfectly-Matched Layer

Fig. 1 shows the FDTD cell space
terminated by a PML layer of thickness

------------ -------------------------------- N.. cells. The outside boundary of the
cell-space is perfectly conducting, hence it

i has a reflection coefficient of unity. A layer
of free-space cells separates the surface of

! Whiteepace of N. free-epoce cells the scattering object from the inside surface- ..... --- ................-_ --. of the PML. To set up the problem, the user
' Perfeotly-Motched Lo 4er. t;hickness NIL cells - chooses the overall size of the cell space,SLager, t .cello N, by NYby N, cells, which includes the

Perfecttl5 l-C7ooruchng {erho 1Boondory PML layer, the whitespace, and thescattering object. The user defines the PML
Figure 1 A cross-section of the FDTD cell space layer with the following parameters. The

showing the scattering object in the center thickness of the PML, N,, cells, is the
separated from the outer boundary by a layer of most important choice. The variation of the
free-space cells and the PML absorbing conductivity with depth into the PML must
boundary. be specified as either linear, or geonettric, or

parabolic. This paper uses parabolic evolution. The reflection coefficient for normal incidence on the
surface of the PML must be specified. In this paper a reflection coefficient of 0.001 has been used.

The time of validity or "cutoff time" of the PML technique is governed [2] by the conductivity
of the first layer of PML cells, which is determined by the thickness of the PML, whether geometric or
parabolic evolution is chosen, and the reflection coefficient at the surface. Ref. [2] recommsends cutoff
times at least ten times the time interval over which FDTD is to be run to solve the problem.

The Perfectly-Conducting Rod
The rod target consists of an aluminum parallelepiped of square cross-section, whose length is

ten times its cross-sectional size. The plane wave is incident end-on to the rod, with the electric field
parallel to one edge of the cross-section. The rod scatters strongly from its front end and from its back
end, and as the frequency changes the two scattered fields go in and out of phase, giving rise to the
evenly-spaced set of maxima and minima shown in Fig. 2. The RCS was measured as described in
reference (6]. The rod was modeled with 10 by 10 by 100 FDTD cells. The rod is excited by a
Gaussian pulse plane wave, and the backscattered field as a function of time [7] is computed for 2048
time steps. The field is then Fourier-transformed and divided by the spectrum of the Gaussian pulse to
determine the RCS as a function of frequency.

Using the Liao absorbing boundary with a whitespace eight cells thick, the agreement with the
measured RCS is very poor. As the whitespace thickness is increased, the agreement gradually
improves. With 16 cells of whitespace, the agreement with the measurement is good, as shown in Fig.
2. The maxima marked with the bracket are sensitive to the whitespace thickness and improve
dramatically with increased whitespace. The minima also improve with whitespace thickness,
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particularly the one marked with the arrow. The maximum at the low end of the frequency spectrum
also improves. Increasing the whitespace to 20 cells leads to a small improvement in the agreement,
and further increases to little improvement.

Table 1 summarizes the
Is- computer resources used for the rod

problem when the Liao boundary is
selected. The FDTD code was run on
a 166 MHz Pentium with a 512 kb
cache memory and 32 Mb of RAM.
The code was compiled with the DEC
Fortran-90 compiler [8] and run under

tn Windows-95 to obtain the CPU times
,U reported in this paper. FDTD was the

-es- only application running, and the
-........Lt.. 15 me h machine had sufficient memory to run

;- ,M the code without paging to disk.
a ,Nevertheless, the CPU times from one

Rod Length I I , run to another vary randomly by about
5%, for unknown reasons. For 16 cells

Figure 2 RCS of the rod target with the Liao ABC. of whitespace, the CPU time is 6,541
seconds. The code uses about 7.4 Mb

for the FDTD cell space itself, and about 0.9 Mb for the storage associated with the Liao boundary.
The agreement with the measurement is quite good. With 20 cells of whitespace, the storage rises to
11 Mb for the cell space and 1.7 Mb associated with the ABC, and the running time increases to 9,505
seconds. The agreement with the measurement is slightly improved over the 16 cell case.

Table 1
Computer Resources Needed to Solve the Rod Scatterer

With the Liao Absorbing Boundary

Whitespace Time Cell Space Size Cell Space Liao ABC
Storage . Storage

12 cells 4,224 sec 125 x 35 x 35 cells 4,593,750 bytes 643,012 bytes
16 6,541 133 x 43 x 43 7,377,510 854,980
20 9,505 141 x 51 x 51 11,002,230 1,790,404

Using the PML for the PEC Rod
With an extremely thick perfectly-matched layer 10 cells deep, parabolic taper, a surface

reflection of 0.001, and 10 cells of whitespace separating the surfaces of the rod from the surfaces of
the PML, the agreement with the measured RCS is excellent. The cell space size corresponds to 20
cells of whitespace when the Liao boundary is used, and indeed the agreement with the measurement is
about the same as found with Liao and 20 cells of whitespace. However, the PML algorithm is much
slower than the Liao method, so the CPU time is much longer, Table 2 summarizes the computer
resources needed with the PML. The cell space size is the same for Liao with a 20 cell whitespace and
for a 10 cell PML and 10 cells of whitespace, hence the memory requirement for the cell space is the
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same. But the storage associated with the PML at 6.1 Mb is much larger than that with Liao at 1.8
Mb. And the running time of 30,326 sec is much longer than Liao's 9505 sec. But a much thinner PML
can be used with excellent agreement.

Fig. 3(a) uses a PML 6 layers

is thick, and 6 cells of whitespace to
separate the rod surfaces from the
PML. With this formulation, the
agreement with the measurement is
good, but the storage requiremntn for
the PML drops to 2.3 Mb, and the
execution time to 11,842 seconds.

in Using a whitespace only 4 cells thick,
U •the computed RCS is almost identical,

.e and the storage drops to 1.9 Mb and
. . .O*1l ti* "L the execution time to 9130 seconds.

This execution time is comparable to
the Liao case with 20 cells of

Rod Length . whitespace, and the storage associated
(a) Six cell PML with six cell whitespace, with PML is almost the same as that

with the Liao ABC. But the memory
.~ ~ . required by the FDTD cell space is 11I

Mb in the Liao case and only 3.5 Mb

using the PML. This is a huge
a ' improvenent. Even if we consider a

16 cell whitespace with the Liao
boundary to be adequate, the total
"amount of storage at 8.2 Mb is still

in much larger than the total of 5.4 Mb

cc for the PML, though the running time
of 6541 sec is less than the PML's

_ _ • - 9130 sec.
"._. The FDTD program is time-

stepped for a total of 3.9 microseconds
- 4 , to solve the rod problem for 2048 time

Rod Length It I steps. The cutoff time with 4 cells
(b) Four cell PML with four cell whitespace, whitespace thickness and a 6 cell PML

thickness is 15.6 microseconds, much

Figure 3 RCS of the rod target using the PML. longer than the FDTD time interval
Decreasing the PML thickness to four
cell, Fig. 3(b), reduces the cutoff time

to 4.6 microseconds, close to the FDTD time interval. But we find little difference between the
computed RCS for a 6 cell PML and for a 4 cell PML. But reducing the PML thickness to 2 cells
reduces the cutoff time to 0.6 microseconds, and the accuracy of the computed RCS is greatly reduced.
With a 4 layer PML and 3 cells of whitespace the computed RCS is little different from Fig. 3(b). This
PML formulation requires a total storage of 3.8 Mb and 5,845 seconds to run.
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Table 2
Computer Resources for the Rod Scatterer

Using the PML Absorbing Boundary

PML Layers Whitespace Time Cell Space Size Cell Space PML ABC
+ Storage Storage

_PML Layers
4 8 5,845 sec 117x27x27 cells 2,558,790 bytes 1,173,672 bytes
6 10 9,130 121x31x31 3,488,430 1,900,584
6 12 11,842 125x35x35 4,593,750 2,319,912
10 20 30,327 141x5lx51 11,002,230 1 6,104,232

The Liao ABC with 16 cells of whitespace uses a total storage of 8.2 Mb and a CPU time of
6541 sec. With a 4 cell PML and 4 cells of whitespace, the total storage of 3.8 Mb is 46% less than
that used by the Liao formulation, and the running time of 5,845 sec is 89% of that for Liao. Thus by
selectively reducing the whitespace thickness and the thickness of the PML layer, we can reduce PML's
CPU time and obtain the same degree of agreement with the measurement using much less storage.
The PML has a clear advantage.

High.Permittivity, Low-Loss Dielectric Cube
This section compares the computer resources required to calculate the RCS of a dielectric cube

resonator with e, =37.84, using both Liao and PML ABC. The results are compared with the measured
RCS [9]. The side length of the cube is 8.99 mm and the cube was modeled using 15 by 15 by 15 cells
to respect the restriction that the FDTD cell size must be smaller than J10. The RCS was measured

and computed with a plane wave
normally incident on a face of the cube,
as a function of the frequency,
spanning the cube's first four
resonance peaks. The cube is excited
with a Gaussian pulse plane wave.

E FDTD is used to compute the transient
-s- =t far field in the backscatterer direction

,n- for 8192 steps. A Prony's series [10] is
U generated from this FDTD data and is

used to extend the time response until
.. U.. 15 G.,U. ,,tft, it subsides to zero, corresponding to

-' _ .• . about 131,000 FDTD time steps, with
a great saving in computer time. Using

4 a 5 7 the Liao absorbing boundary and an 8
Frequenc 5 (GHz, cell whitespace, the agreement with the

Figure 4 The RCS of the dielectric cube using the Liao ABC. measured RCS is very, very poor. As
the whitespace thickness is increased,
the agreement gradually improves, and

with 16 cells of whitespace the agreement is quite good, as shown in Fig. 4. As above, using 20 cells of
whitespace gets a further small improvement, but more whitespace leads to little change in the RCS.
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In Table 3, for 16 cells of whitespace, the FDTD space uses 3.3 Mb of storage, and the Liao
boundary, 0.46 Mb, for a total of about 3.8 Mb. The running time is 12,134 sec. If the slightly
improved agreement with 20 cells of whitespace is desired, the storage rises to 5.89 Mb and the running
time to 18,408 sec.

Table 3
Computer Resources for the Dielectric Cube Scatterer

With the Liao ABC

Whitespace Time Cell Space Size Cell Space Liao ABC
Storage Storage

16 cells 12,114 sec 48 x 48 x 48 cells 3,317,760 bytes 459,268 bytes
20 18,408 56 x 56 x 56 5,268,480 619,012
30 43,187 76 x 76 x 76 13,169,280 1,125,892

Cube Resonator using the PML
Using a 6 layer PML with 4 layers of whitespace, parabolic progression and a surface reflection

of 0.001 obtains the RCS shown in Fig. 5(a). The agreement with the measurement is slightly better
than in Fig. 4, especially near the first resonance peak. Thinning the PML to 4 layers still obtains
excellent agreement with the measurement, as shown in Fig. 5(b). Note that the computed curve in part
(b) is different from that in (a). The second resonance peak is taller than the measured peak in part (a),
whereas it is shorter in (b).

The time interval corresponding to 8,192 steps is 9.43 nanoseconds. The cutoff time for the
PML formulation with a six layer PML is 6 ns, suggesting that the PML is thin for the computation of
Fig. 5(a). The cutoff time with four layers of PML is only 1 ns, suggesting that in part (b) the layer is
very thin. If we increase the thickness of the PML to 8 layers, the cutoff time increases to 14 ns. But
the computed RCS is almost identical to that in Fig. 5(a). Hence for this problem, a 6 layer PML is
sufficient. The 6 cell PML with 4 cells whitespace uses 2.2 Mb, compared to Liao's 3.8 Mb, a 58%
reduction. The running time of 15,366 sec is about 25% longer than Liao's 12,134 sec.

Table 4
Computer Resources for the Dielectric Cube Scatterer

With the PML ABC

PML Layers Whitespace Time Cell Space Cell Space PML ABC
+ Size Storage Storage

PML Layers
4 8 9852 sec 32x32x32 983,040 bytes 477,072

cells
6 10 15,366 36x36x36 1,399,680 800,784
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Conclusion
This paper has compared the

-• memory requirements and CPU time
for solving two scattering problems

.--- fl using the Liao second-order ABC and
using the PML. The basis for

S-u comparison is equally-good agreement
En with the measured RCS. For the rod

- problem the PML used 46% less
storage than the Liao formulation, and

. FD-th M. 89% less CPU time. For the dielectric
- - _ cube problem, the PML used 58% less

, storage, but about 25% more CPU
- 6 7 time. The PML has the clear

Frequeneg 1GHz) ~advantage.

(a) Six cell PML with four cell whitespace. To use the PML effectively, the
user must design an appropriate PML

- . . ... .for the problem at hand. This paper
"has explored the parabolic progression

-30 of the PML's constitutive parameters.
For very thn PML layers and thin

. whitespaces the geometric progression
E might offer better performance [2].

This paper shows good results
with a 4 cell whitespace separating the

tnU •scatterer surfaces from the PML
"surface. The cutoff time for the PML

........ .OM M "L provides a good guide to the required
" "l..d acs thickness of the PML layer. Thus the

user somewhat arbitrarily chooses a
4 5 5 7 PML thickness and the FDTD code

Frequenc5 [GHz] R€•'• compares the cutoff time with the
maximum time requested by the user,

(b) Four cell PML with four cell whitespace. equal to the time step multiplied by the
total number of steps. If the cutoff

Figure 5 The RCS of the cube target using the PML. time is less than the total time, the code
exits on an error, and the user must

choose a thicker PML. The results of this paper suggest that a cutoff time 50% larger than the total
running time is adequate for good agreement with the measurements.

The results reported in this paper fix the reflection coefficient at 0.001, corresponding to 60 dB.
All cases were also solved with a reflection coefficient of 0.01 or 40 dB. The cutoff times are about
50% longer with the larger reflection coefficient. For the rod problem, the agreement of the maxima in
the RCS in the bracketed region in Fig. 3 is poorer with the larger reflection coefficient. But for the
cube problem, little difference in the results was seen.
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The study of the computation of the RCS presented in this paper suggests that for the same
degree of agreement with measured data, the perfectly-matched layer is comparable in CPU time and
requires much less memory than the Liao absorbing boundary. Thus the PML has a clear advantage
over the Liao formulation.
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Abstract

This paper demonstrates the effectiveness of using a Uniaxial PML absorber
to truncate the FDTD lattice for a dispersion-optimized fourth order scheme.
The fourth order scheme is extended into the PML aborber, efficiently gener-
ating small truncation error. An attempt to reduce the computational work in
the PML absorbing layer is also presented, and the results of this attempt are
discussed.

1 Introduction

Recent developments in the Finite-Difference Time-Domain (FDTD) method have seen a surge of PML develop-
ment, moving from the original split field absorber [1, 2] to unsplit or material based absorbers [3, 4, 5]. This
paper examines the truncation of a fourth order dispersion-optimized FDTD grid (the "M24" scheme [6]) with
a PML absorber. While the problem of terminating higher order methods has been examined [7, 8], previous
examples implement the standard fourth order difference scheme throughout the FDTD grid, including the entire
PML absorbers. Because computation of the curl using the dispersion-optimized fourth order method requires
more computation than the traditional second order method, this paper also examines variations of the straight-
forward PML implementation, using second order difference approximations in an attempt to reduce amount of
M24 updates in the PML aborber.

Although using a higher order method in the PML absorbers is required for maximum accuracy, a similar
less accurate absorber can be modeled by partially implementing the PML absorber using the faster second order
scheme [9]. The interface between space using a fourth order and a second order scheme produces a simulation
discontinuity, causing a non-physical reflection. This reflection can be reduced somewhat by embedding the
second/fourth order interface into the PML absorber, in which case the non-physical reflection is reduced by loss
inherent to the PML absorber.

2 Initial Implementation

The test simulation consisted of a 20 x 60 x 20 grid terminated in an 8 layer PML absorber. The PML boundary
is implemented with a uniaxial absorbing material [10], using Maxwell's equations in the form

at

5(1)
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where the anisotropic material parameters T and 17 are defined as

0 0'
o. 0 0Oo6 ~

F0 0

(2)

with values of s - 1 + j.• . The value of a,, is chosen to be the traditional power cur-e, for example

0'(z = amax (3)

where d is the number of PML layers and m - the polynomial power - is set equal to 4, following [10].

The time derivative 1 is approximated with a standard second order difference approximation and the curl

quantities V x E and V x H are approximated with either M24 style differences and second order differences. The
whole interior space always uses the M24 update method; initially the PML layer is also implemented with M24
fourth order updates (figure 1).

Fourth Order
Region

Dipole Source Electric Field
Probe

Figure 1: 2D cross section of the 3D test simulation. The PML layer is initially implemented with a standard
second order FDTD scheme.

532



3 Varying the PML Configuration

The initial PML absorber is implemented using only fourth order accurate differences, the same as in the interior
region. Then simulations are run which use the fourth order method in a limited region embedded in the PML
absorber (figure 2). The remaining regions of the PML aborber are implemented using a faster second order
accurate update. The embedding level determines how much of the PML absorber is implemented using fourth

Lattce Boundary

4th order

SInterior Region
2nd order

(a) One layer embedding (b) Two layer embed- (c) Six layer embed-
ding ding

Figure 2: Varying the embedding depth of M24 fourth order updates into the PML absorber

order updates. This embedding can vary from 0 to d, where 0 indicates no fourth order updates in the PML,
and d indicates only fourth order updates in the PMiL is the number of layers in the PVIL absorber. Since the
PMhL factors in [4] are pre-calculated and stored in spatially-dependent arrays, switching from fourth to second
order updates anywhere on the grid is simply a matter of redefining the curl operator. Various regions of the grid
are blocked out with C++ template instantiations [11, p.306], using either second or fourth order differences as
appropriate and accessing the PMl coefficients from various spatial arrays.

4 Simulation Results

To examine the reflection from the absorber, an initial simulation is run with the FDTD grid large enough such
that the grid boundaries are far enough to prevent any reflected waves from reaching the probe location during
the simulation time. This "perfect" probe data is then compared with the probe data from simulation grids
truncated with PML absorbers. The resulting ratio of output/transmitted signal to the error/reflected signal, as
the frequency approaches DC [1] is tagged as the reflection amount, and plotted here as a function of the fourth
order embedding depth (figure 3).

For the shallow configuration (only a few fourth order updates in the PML absorber), the mismatch between
fourth and second order updates produces a Large reflection error which propagates back out of the PML layer. As
the embedding level is increased, the fourth order updates use more of the PML absorber; the reflection caused by
the second/fourth order interface occurs deeper in the PML absorber, with higher loss coefficients. Therefore the
second/fourth order discontinuity is increasingly damped by the higher PMhL aborber loss, resulting in a smaller
overall reflection. Increasing the embedding level further eventually results in a full fourth order PML absorber,
with only fourth order updates being used in the PML absorber.

A glance at the reflection values (figure 3) indicates that using a hybrid second/fourth order PML absorber
does not provide efficient reflections compared to the full fourth order PML absorber; one possible problem is that
the value of amex is optimized for a boundary reflection off the full 8 layer PML, when in fact the dominating
reflection is from the second/fourth order interface. Re-optimizing the value of amax for the fourth order depth
only improves the PhiL absorption by approximately 3dB - still not as effective as a pure fourth order Phl
absorber.

A plot of the total computation time versus fourth order embedding depth is shown in figure 4. For this
graph, the CPU time for an FDTD simulation with pure fourth order PMhl is normalized to 1, and other times
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Optimized for 8 cerls

Optimized for fourfh/second interface depth

0.01

S0.001

0.0001

10-05
2 3 4 5 6 7 6

Depth of fourth order updates

Figure 3: Reflection coefficient of an 8 layer PM'L absorber implemented with various fourth/second order updates.

Embedding of 8 is fully fourth order PMhL, an embedding of 0 is fully second order PML

scaled accordingly. It is seen that when half of the PMIl is implemented with second order updates (embedding

depth=4), the overall run time is approximately 80% that of an FDTD simulation using fourth order updates

throughout all the PML. However, the reflection is also 18dB higher for the half/half hybrid PIML absorber than
for the pure fourth order absorber.

5 Summary

An implementation of a uniaxial PML absorber to truncate a fourth order dispersion-optimized FDTD scheme

was discussed. Numerical results produce a reflection coefficient of 10-' for 8 layer PML when the fourth order

updates are used throughout the PMl absorber.
We have examined the impact of replacing some or all of the higher order updates in a PML absorbing layer

with simple second order updates, to examine the relative trade-offs between accuracy and speed. In general, it
was seen that implementing all the PML with second order updates totally disrupts the absorbing characteristics,
due to the non-physical reflection at the interface between fourth and second order updates. Re-optimizing the

value of amax for the fourth order depth reduces this degradation by a small amount. However, the increase error
that occurs due to using a hybrid absorber is too high of a price to pay for the given savings in CPU computation.
In addition, the added complexity in programming both second and fourth order updates in the PMiL absorber

further discourages use of a hybrid absorber in this case.
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Plate Scattering Visualization:
Images, Near Fields, Currents, and Far Field Patterns

John Shaeffer Kam Horn
Marietta Scientific, Inc. NASA Langley Research Center

376 Powder Springs St. 240A Hampton, Virginia 23665
Marietta, Georgia 30064

(770) 425-9760

ABSTRACT: This paper presents a case study of a simple yet robust target for demonstration of the EM visualization
process. A five lambda square plate exhibits many scattering mechanisms depending on excitation angle and polarization:
specular scattering, leading and trailing edge diffraction, traveling wave, and edge wave scattering Bistatic k space
radiation images, currents maps, and near scattered I total fields are examined for each of these scattering mechanisms.

Visualization in Computational Electromagnetics: The ultimate goal of computational modeling is to predict observed
phenomena. Thus, for many years, computational scattering or antenna EM modeling output consisted of a backscatter or
antenna radiation pattern that was compared to experimental results. In this mode. computational modeling did little to aid
die identification and understanding of the physical mechanisms responsible for observed behavior. This limitation was
unfortunate. Computational EM codes should in principle be able to provide a rich insight to the scattering or radiation
process if we just ask the proper questions and use the rapidly developing graphical display capabilities to illustrate the
basic phenomena. Our EM visualization inspiration is similar to efforts in computational fluid dynamics. We are
atlentpting to better understand the interaction of an EM wave or local excitation with a structure, the nature of body-body
interactions, and the nature of the resultant radiation.

Visualization diagnostics for electromagnetics involve the display of body currents, near fields and radiation images. Each
display tells us something different about the radiation process Taken together, these diagnostics produce a richer
understanding of complex EM phenomena.

Currents (or effective tangential magnetic or electric fields) are the fundamental quantities which produce far field
radiation patterns and are often the computational goal, e.g. MOM codes. Knowledge of the current amplitude and phase
distribution on a geometric structure is sufficient to compute the radiation pattern. Although a graphical display of currents
indicates the spatial amplitude distribution, it does not tell how, the currents radiate in different directions in space.

Displays of near field E and H indicate how one part of a structure interacts with another part, how the surface currents and
charges begin to form the eventual far-field radiation pattern and how various surface current modes are formed such as
surface and edge traveling-wave mechanisms.

Bistatic k space imaging is yet another diagnostic tool for examining the scattering/radiation process An image is not a
picture of currents, but of the far field radiation produced by the currents. Images differ from a body current distribution in
that an image shows how the currents radiate. An image from a given angle tells us which parts of the current distribution
are producing radiation in that direction.

Far field radiation is the phasor sum of signals from all radiation centers on the body that radiate in the obser'ed direction.
An image identifies each center as a separate entity. The utility of images results from the ability to separate and identify
the individual radiation centers that have collectively summed to produce the net result. This enables us to understand the
nature of each radiation center and to modify it in ways that might be useful.

Visualization Parameters: Bistatic k-Space images 11-3] show the current distribution regions that radiate into the
direction of the observer. These images do not require a frequency sweep. as do conventional experimental images. They
are obtained by from the current distribution by evaluating the far field radiation integral over down and cross range
directions in k-space and then performing a Fourier transform. One, two and three-dimensional images can be computed.
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Surface currents, the computational goal of MOM codes, are the source of the observed visualization parameters: images,
near fields, and far-scattered fields.

Currents and near fields are complex quantities. The real and imaginary parts represents the two independent time solution
corresponding the phase of the incident excitation, time t = zero and -90 degrees of the excitation. Time harmonic
animation is obtained by adding these two basis solutions. A time average root mean square (RMS) value is the value
observed experimentally.

Near fields are computed from the current and charge distribution. Scattered fields are those produced directly by the
currents. Total fields are the sum of the incident field with the scattered field.

Plate Geometry: The plate is square with side dimension of five wavelengths, Figure 1. The MOM code solution was
obtained using MOM3D [4] and the visualization was obtained using EM ANIMATE [5]. Plane waves were used to excite
the plate.

Far Field Backscatter Patterns: The traditional prediction code output for the backscatter patterns are shown in Figure 2.
The elevation cut perpendicular to the plate edges, (a), show the backscatter magnitudes for specular, end region, traveling
wave and edge diffraction. The elevation cut along the plate diagonal, (b), shows the backscatter due to specular, traveling
wave and end region mechanisms. The azimuth cut in the plane of the plate for horizontal polarization, (c), has edge wave
and edge specular scattering mechanisms.

Visualization: Current and field contour plots have a reverse gray scale. High value are black and low values are light.

Perpendicular Excitation: The induced plate currents, Figure 3, have the nominal physical optics value of twice the
incident magnetic field along with a smaller component flashing back and forth between the edges forming a standing
wave component. The scattered field produced by these currents radiates broadside to the plate on each side. Plate regions
appear as line sources. The total field is perpendicular to the plate (as required by the PEC boundary conditions). The time
average total field shows a shadow region behind the plate where the scattered and incident fields phase subtract. In front
of the plate the total field shows a standing wave pattern resulting from the interference of the incident and scattered fields.
The first peak occurs at 2J4 above the plate. The resultant backscatter from these currents is the broadside-specular value

of a = 47rA
2 

/ A? = 7854 m2 = 39 dbAsm. The backscatter two-dimensional bistatic k space image shows a

distributed source across the plate where each portion of the current distribution is contributing to the scattered field. The
distributed image magnitude has a value that depends on the effective image resolution and coherent length [I).

450 Slant Angle Excitation: At 45' incidence with E parallel to the plate edge, Figure 4, the plate currents are still

physical optics like with linear phase and a leading edge line source due to edge diffraction. The scattered field shows two
major phenomena. The leading edge diffraction line currents are producing a cylindrical scattered wave while the physical
optics currents are producing a forward and reflected scattered field symmetric about the plate. The total field shows the
shadow formed on the plate backside and an interference pattern on the upper side. The backscatter bistatic k space image
shows the leading and trailing edge of the plate as the major sources of radiation. The leading edge current line source is
dominant.

0' Edge On Excitation: Edge illumination with E parallel to the edge, the major plate currents are the leading edge
diffraction currents and two edge wave components which reflect from the rear plate vertices, Figure 5. The scattered field
now is due mostly to leading edge diffraction line currents and is a cylindrical wave centered at the leading edge. The total
field shows the shadow behind the plate and the interference pattern from the incident and scattered fields. The backscatter
bistatic k space image shows the leading edge diffraction line source as the dominant scattering source. Secondary
scattering sources are the two edge waves reflecting from the rear plate vertices. The line source backscatter magnitude is

dependent on the plate edge length, a = L% = 8 m -9 dbsm

Traveling Wave Excitation at 22.50: For vertical polarization near grazing, backscatter is due to a traveling wave
reflected by the rear edge, Figure 6. The angle up from grazing at which this mechanism peaks is given by 0 = 49,43'7E =
22-50. The traveling wave return is very similar to trailing edge diffraction for surface only a few wavelengths in size.
The surface current display clearly shows the build up of the traveling wave as it builds in magnitude as it propagates aft on
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the plate where it reflects. The scattered field shows: 1) the surface wave on the platce 2) the specular forward and
reflected wave; and 3) the field produced by the reflected traveling wave which appears to emanate from the trailing edge.
The total field shows the shadow behind the plate as well as the interference pattern between the scattered and incident
fields. The backscatrer bistatic k space image clearly shows the entire plate contributing to the scattered field with the
trailing edge being the peak. This is consistent with the notion that the surface current reflected wave loses energy via
radiation after reflection from the back edge.

Edge Wave Excitation: When the plate is illuminated with horizontal polarization in plane the plane of the plate along the
diagonal, baekscatter is due to two edge waves reflected from the mid vertices. Figure 7. The current visualization clearly
shows the edge currents flowing down the two illuminated edges The scattered field in a plane along the plate diagonal
shows the front tip diffraction. The total field shows the shadow and the interference pattern between scattering and
incident fields. The backseatter bistatic k space image clearly shows the source as the two reflected edge waves Note that
the peak is at the mid vertices. The edge wave decays as it radiates away from the reflection point. A smaller amount of
scattering is from the rear vertex due to edge waves that "turned" the first corner and are now being reflected from the back
tip.

Traveling Wave Excitation Along Diagonal: For vertical polarization up 22.5' from grazing, a surface travelinE wave is
formed, Figure 8, Now, however, the rear reflection point is the rear vertex. The surface current visualization clearly
shows the build up of the surface currents as the wave travels aft on the plate as it gains energy from the incident field The
scattered field in a plane along the plate diagonal shows the surface traveling wave on the plate. The scattered field from
the rear vertex is apparently much smaller than the forward scattered energy and is not seen The total field shows the
interference pattern between the scattered and incident fields. The backscatter bistatic k space image shows the aft vertex
region as the major source of backscatter. This is entirely consistent with the concept of the reflection of the surface
traveling wave.

VFY218 Aircraft: A combined visualization for a non-simple scattering body is shown in Figure 9. The illumination is
nose on, vertical polarization. Surface currents are displayed on the aircraft body. Scattered fields are shown in a vertical
plane down the length of the vehicle. The backscattcr bistatic k space image is shown in the horizontal plane

Summary: Electromagnetic visualization shows many of the basic physical processes by which energy radiates,
propagates, and reflects. Visualization aids in identifying scattering mechanisms. Once we are better able to understand
how energy is scattered or how an antenna radiates, then we are better able to modify the scattering/radiating structure for
more desirable results.
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Figure 1. - Plate geometry and coordinate system.
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Visualization Aids for Effective Aircraft Antenna Simulations

Stanley J. Kubina, Christopher W. Truernan, Quan Luu and David Gaudine
EMC Laboratory, Concordia University

Montreal, Que. Canada

Abstract
Three-dimensional radiation patterns and associated current distributions, that are produced in a

high resolution spectral analysis, can now be presented in a dynamic movie-like format, sequencing at
0.1MHz, through the entire 2-30 MHz HF frequency range. Such results are presented for an HF Notch
antenna on the CL-600/CHALLENGER business jet built by Canadair. Impedance and performance vs.
frequency data form the framework to which these displays apply. In addition, model development and
model characteristics can be illustrated in a complete visualization process that produces an unusually
integrated and complete grasp of the entire modeling process for aircraft antennas and of the rapid
pattern changes when primary aircraft modes are excited.

Introduction
In the application of computational electromagnetics to complex structures, we have found it

essential to develop a software system that keeps the creator in intimate contact with his EM simulation
model. This applies particularly to the features which might govern its electromagnetic equivalence to
the real structure. In addition, our system is intended to simplify the execution process and link a
complete solution file to specific software display modules. These modules, while providing a self-
validation component, are designed to be templates of the results as sets of operationally-relevant

displays. In the earliest pre-ACES
Progress Reviews [1] we coined our goal
to create a "thought amplifier" for the

Notcgh Fintenno difficult and error-prone task of
electromagnetic analysis with complex
models. The availability of meaningful
and inter-related images is critical to this
process.

This paper is restricted to our
experience with the Numerical
Electromagnetics Code NEC [2] and its
variants and other moment method codes.
The basis of our model creation process
has been the gathering of GUIDELINES

Fig.l CL-600/CHALLENGER - 666 Semwnts [3] that should apply to a reliable
simulation model. Our NEC modeling guidelines are summarized in Table 1. The implementation of
these guidelines is tested in the model creation and checking segment of the EMC Laboratory
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Integrated Software System [4], shown in the block diagram of Figure 2. It can be seen that displays
of radiation patterns, maps of fields, currents and relevant parameters are the 'raison d'etre' of most of
the software modules shown in the diagram.

MODEL D C The nature of the displays used to
PREPARATION MOEL augment the visualization process
---------------.. DI SP Y can often produce unexpected

INTEGRITY - .PROGRARI results. The data integration,
CHECKING valuable in itself, can produce a

and HIONMO perception of special features of the
EDITING- - - models that are being used and their

response to specific excitations. An
----------------.- example of this phenomenon has

been described in the rectangular
EXECUTION NEC and polar forms of the contour

maps for both measured and
.. computed Radar Cross Sections

DISPLAY (RCS) of canonical shapes,
and presented as frequency sweeps for a

ANALYSIS range of orientations of the target

by Trueman et al.[5]. In these
results, the pattern features suggest

WI MW. W." the immediate association with

PRtESENTATION impostant scattering centres of the

Stargets'In this paper, it is our
intention to present the results of a
high resolution spectral analysis [6]

Fig. 2 EMC Lab Software System of an IIF "Notch" antenna on the
CL-600/CHALLENGER

Canadair executive jet aircraft. The 666 segment model of this aircraft is shown in Figure 1. This
extensive analysis lends itself to the exposition of the importance of visualization in the model creation
process and in the several important phases of post-processing of the results. A similar result was
presented for the BT-412 Utility helicopter at last year's ACES conference [7M.

The Model and Its Essential Characteristics
The 666-segment model shown in Figure 1 was created by the systematic digitization of

available aircraft drawings using the DIDEC [8] model creation software. DIDEC uses a multi-
windowing system for the digitization of separate components, their attachment and reflection, etc. It
can also import and export AUTOCAD files, and its output is compatible with other computer codes.
such as JUNCTION [9] and MBC[10].
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Model verification and checking is performed by the FNDRAD/MESHES/CHECK combination
[1 1,121 of software modules. Experienced modeling proponents might immediately identify key features
of the final 'elegant' model shown in Figure 1. One summary of its features is the histogram of Figure 3,
which shows the number of segments versus segment length. Although it is desirable to keep the
segment lengths uniform, some variations are
unavoidable. An example of the evolution of TABLE 1
the vertical stabilizer is shown in Figure 4. It SUMMARY OF THE MODELLING GUIDELINEs

A - segmcent length
was found desirable to break up the small a - wire radius
loops of the frontal edge and the number of X = wavelength
small segments by using the design of Figure INDIVIDUAL
4 b). SEGMENTS Warning Error

segment length )J1O<A<J5 A>) 5

The various 'error' and 'warnings' that form radius 30 <)Ja < 100 Ua <30
the output from CHECK can be understood segment to radius 0.5 <N~a <2 Ala <0.5
in the visualizations illustrated in Figure 5. ratio

Shown is the use of MODEL with the display JUNCTIONS
of segment radii to illustrate segment-to-
segment stepping and segment junction segment length t..A,>5

warnings. More extensive examples of model ratio

diagnosis for segments, junctions and meshes radius ratio 5 <aIa,, < 10 a,/a,,> 10
are presented in the referenced papers
[11,12]. segment to radius ratio 2<A/a <6 A/a<2

PC Workstations are now capable of 'windowing' all these aspects of the model in a comprehensive
compendium of model characteristics. Note that all of these are directly linked to the implementation of
the guidelines. Recall also that these have their roots in assuring the best possible electromagnetic
equivalences of the wire grid model to the real aircraft. In some cases trial runs are undertaken, while in
others, the model is considered good enough for a serious and complete analysis.

-. . Indeed the model of Figure I was used to
'' Iperform the high resolution spectral analysis [6]
IGO• . in the complete HF range 2-30 MHz at 0.1MHz

frequency steps. Such a vast but complete data
file now makes it possible to present the results

. in all its individual and composite aspects. Note
from Figure 2 that impedance vs. frequency
plots, current distributions at each frequency,
radiation patterns in various formats and certain

4' mission-related integrations of radiation
' patterns, such as plots of individual

...... . .... 'performance parameters' vs. frequency are
. . e•9 Length [aml available. The next section shows some typical

examples. Some of them will be presented in a
Fig. 3 Model Segment Profile 'movie-like' format in the oral presentation.
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N~g. 4 Evolution.of the Tail Structure Fig. 5 Segment Radii Displays

a)

Simulation Results
Our practice is to archive NEC output files, 'stripped' to contain the essential geometry and

solution data in the minimum disk space. The software module called STRIPNEC performs this
function. In addition it is important for us to have radiation patterns calibrated to an isotropic reference
level This latter level is obtained by integrating the total radiated power in a standard conical data set
[13] and then inserting the isotropic level into the output file. We also use this process for measured
radiation patterns in order to obtain an exact amplitude equivalence for the two polarizations. This
function is performed by the ISOLEV module (Fig.2). The 'performance parameters' [13]: radiation
pattern efficiency, %Ee, %Ee* and HVIS, are also computed and inserted into the output file. AU the
modules listed under "Display and Analysis" in Fig.2, access this data base and provide the important
visualization required by the analyst.

Validation will remain a critical component of computational electromagnetics [14]. When
measurement results cannot obtained prior to an analysis, it is important to exploit any self-contained

means to gain confidence in the computational analysis that is being done. Convergence tests are useful.
However a productive approach is the close examination of current distributions that form the solution
of a given code. These can produce the necessary insights into the characteristic response of a complex
body, provided that the displays help in the diagnosis. In our software system the two modules IDIS
and SPECTRUM produce colour-coded segments of the wire-grid corresponding to the amplitude and
phase of the current. IDIS also enables selected rectangular plots of amplitude and phase and the display
of current amplitude and phase as orthogonal lines to selected segments of the grid. Coupled with
radiation patterns in any of the forms suggested by the software block diagram (Fig.2), one gains access

to a visualization scheme that results in an understanding of model behaviour which is essential to the
process.

549



RESISTANCE IOHMSI
REACTANCE I OHMS I

C lee-
0

h I

o 19

o
C-1990

• I • I , I , , , -L -L A

a 4 6• IN 1e 14 16 18 Be 22 24 29 28 38
Frequenc=4 (MHz)

Fig. 6 a) Computed Impedance vs. Frequency - HF Notch Antenna

M. P- UTED R.P. EFFICIENCY
COMPUTED PERCENTFGE E-THETR PORW

--- COMPUTEO SUB-PERCENTFGE E-THETA POWER
199

40- "oho I"

w

/ 69
40-

4 8 8 11 1418. 18 • M• M 38 , E
FREIUENCY (MHz)

Fig. 6 b) Computed Performance Parameters vs. Frequency - HF Notch Antenna

550



Selections from a typical sequence are illustrated in Figures 6 and 7. Computed resistance and
reactance of the antenna vs. frequency are plotted in Figure 6 a). The deviations from a monotonic
increase in the resistance, noted by the 'aha!' label in the diagram are specially interesting. Figure 6 b)
shows the plot of three of the performance parameters vs. frequency. The designated points in the
impedance curve represent a coupling of the primary antenna element (loop) currents to primary modes
of the aircraft structure [15]. These in turn result in rapid and radical changes in the radiation patterns as
shown by the plots of the performance parameters. These characteristic shapes and rapid changes are
illustrated for 9 MHz in Figure 7. It is impossible here to illustrate the meaningful colour-coded changes

E-theta

a) 8MHz b) 9MIlz C) 10Mltz

E-phi _ . _

Fig. 7 - TDPAT Displays: 8,9 & 10 MHz - HF Notch Antenna
in the current distributions that are actually shown alongside the 3-D radiation pattern displays on the
computer screen for the TDPAT program.

An example of the diagnosis of a characteristic current path is illustrated in the referenced
publication by Q. C. Luu [16]. He shows in rectangular plots of current amplitude and phase versus
selected segments how constant phase of the current along this selected path is as an indication of a
resonant condition. However, to see the sinusoidal amplitude distribution, corrections must be made for
currents that are part of adjacent meshes.

Sequentially executed, this set of graphic images provides that valuable comprehension of what
happens to the radiating structure and what the consequences are in the values of the operational
parameters. Now however, a new powerful aspect can be introduced by the presentation of these
complex data sets in a dynamic 'movie-like' format.

Dynamic Presentation of Frequency Sweep Results
What has been illustrated above in Figure 7 a) through c) is the composite visualization of the

aircraft current distributions and the associated 3-D radiation patterns, for both polarizations. These are
produced by the TDPAT module. Ed Miller introduced a dynamic movie presentation of currents some
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time ago [17]. More recently Allan Nott [18] presented the movie-like display of radiation patterns in
the 1996 ACES conference and we followed suit in 1997 [7] by a set similar to the present one, for the
BT-412 Utility Helicopter.

This dynamic and complete sequence produces an integration of the results 'sans pareille'. It
shortens the time of exposure of the mind to the entire data set while showing all its essential elements
at each frequency. Multiple sweeps through the set quickly identify explicit regions for further detailed
examination and analysis. Aircraft radio operators and mission analysts find the data easy to grasp and
to translate into communications expectations.

The movie-Ike displays can be imagined as scanning along the impedance and parameter curves
from left to right and seeing at once the consequences in aircraft current response and radiation pattern
shape and intensity. With modem PC workstations, composite windowing can produce such complete
exposition of the data. This had been the substance of our dreams in past decades. This present format
has been so enthusiastically received that sponsors tend to forget about the necessity of the validation
process and their commitment to corresponding scale-model measurements.

Summary
The visualization produced by specially designed graphics modules for model creation and

analysis of NEC modeling results can now be incorporated 'into a coherent whole. Thus we can
effectively create the simulation model and appreciate its characteristics. When the solution components
are then displayed in relation to currents on the body and the operational parameters of the antenna,
especially using the movie-medium, an integrated appreciation is obtained that had been out of reach for

these complex simulations.
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Abstract

A spiral antenna bent to conform with the leading edge of an aircraft wing was analyzed using a hybrid
method of moments/high frequency technique. Analysis of such a large problem would not have been
possible without using a hybrid technique. Free space near field radiation generated by the antenna v,,a;
used to calculate impressed currents on the aircraft and resulting reradiation. The results show excellent
agreement with measured data. Animation was used to investigate the differences between flat and bent
spiral performance. Visualization was also used to locate which aircraft surface features perturb the
antenna pattern. Such visualization allows a complex problem to be observed and provides clues for
further study.

1. Introduction

A broadband spiral antenna mounted on an aircraft wing's leading edge was modeled with a hybrid
method ofmoments/high frequency asymptotic technique using the preliminary HyPACED Code [I].
The code integrates elements of both CARLOS [2] and CADDSCAT [3,4] into an interactive hybrid with
both low frequency and high frequency capability. The center feed and two spiral arms were modeled
with approximately 3000 triangular facets as depicted in Figure 1. In the first step of this hybrid
formulation the electric currents J flowing on the spiral arms were calculated exactly for a free space
environment, i.e., in the absence of the aircraft. Rao-Wilton-Glisson rooftop basis functions were used in
a standard Galerkin formulation resulting in a symmetric impedance matrix with 3324 unknowns.

The next step was to calculate the effect the presence of the aircraft has on the free space antenna pattern.
It was assumed that the impressed currents on the surface of the aircraft could be closely approximated
by assuming the surface to be locally flat with a total electric current equal to 2n x Ht, where n is the
surface normal unit vector and Hp is the magnetic field at the surface due to radiation from the currents
calculated in the first step. (This is the standard physical optics assumption.)

The aircraft on which the antenna was mounted was modeled as parametric bicubic surfaces, assumed to
be perfectly conducting. Ray tracing was employed to determine which portions of the aircraft surface
were directly illuminated by radiation from the antenna and which portions of the surface were shadowed
using a CADDSCAT derived algorithm. Only portions with a direct line of sight to the antenna were
assumed to reradiate energy into the far field. It was assumed that aircraft reradiation had negligible

effect on antenna currents and the direct radiation it produces.
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(a) Flat Spiral (b) Conformal Spiral

Figure I- Spiral Antenna Faceted Model

The calculated currents on the spiral arms of the antenna were displayed using EM-ANIMATE [5], a
computer code for displaying and animating electromagnetic near field and surface current solutions.
This code takes the complex vector quantities representing sinusoidal steady state solutions for the
currents and electromagnetic fields and translates them into time-dependent quantities as a linear
combination of the real and imaginary terms with sine and cosine functions. The instantaneous value of
the current or field is displayed in discrete time frames between the radian time period of 0 and 27c.
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2. Formulation

An exact numerical solution for the entire system including the antenna and the aircraft on which it is
mounted can be formulated as follows.

[Z) [J] = IV]

where [J] = currents on antenna and aircraft

[Z] = impedance matrix

IV] = antenna voltage excitation

In this formulation the impedance matrix is full so that all portions ofthe system interact with all other
portions. This exact formulation can be partitioned using domain decomposition into solutions for spiral
currents and solutions for aircraft currents, resulting in the following two matrix equations:

[Zul [PJ] +[Z.] [Ja] = [V]

[Z., [PO] +[Z] [P.] = [0]

where [Z,,] = reaction of an element on the spiral with another element on the spiral

[Zsa] = reaction of an element on the aircraft with an element on the spiral

[Zý] = reaction of an element on the spiral with an element on the aircraft

[Zaa] = reaction of an element on the aircraft with another element on the aircraft

[Jj] = currents on the spiral

[J] = currents on the aircraft

The wavelength at 18 GHz, the highest frequency of interest, is about 2/3 ofan inch. With a current
discretization of 8 facets per wavelength, using a conventional method of moments, the required number
of spiral current unknowns is 3324 and the required number of aircraft current unknowns is on the order
of 50 million. Such size problems exceed available computer resources for an exact solution. Thus an
alternative (hybrid) approach was used.

Assuming that the reaction of the aircraft current elements on the spiral elements is very small so that
[Z,,] can be set to zero, the first equation decouples from the second equation and the spiral currents can
be solved directly:

-1
[Js = [Zss] IV]

The electric and magnetic fields generated by these ctrrents impinge on the aircraft. The magnetic field
can be expressed as an integral operator K over the spiral currents as follows:
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H = J-JsxVG dS =-KJ,

where G is the free space Green's function. In matrix form the above equation becomes:

[H,] = [Kp] [Jj]

where [Hp] is a column vector of the radiated magnetic field at points on the aircraft surfaceand [Kp,]
represents the magnetic field at point p due to current elements on the spiral.

The [Kp5 ] terms are assumed to be non-zero only for direct line 6f sight between the current element and
the aircraft surface point. Assuming a relatively smooth aircraft surface, locally flat with respect to a
wavelength, the impressed current is assumed to be 2n x H where H is the magnetic field due to the
spiral currents and n is the surface normal vector on the aircraft.

[JJ = 2n x [H,]

The far field antenna pattern is the sum of contributions from the spiral currents and the aircraft surface
currents. For a given polarization P the far field is:

E = P{ Js G [Jj] dS + fa G [J.] dS }

3. Results

The calculated antenna patterns for vertical polarization at 10.4 GHz for 10 and 20 degrees elevation are
shown in Figure 2a and 2b respectively. The patterns are calculated for both an antenna in free space
(dotted line) and for an antenna installed on the aircraft (dashed line). The predictions show that the
presence of the aircraft significantly alters the antenna pattern, especially in the right hand quadrant,
where it introduces prominent peaks and nulls. These predictions closely match measured data (solid
line). The predicted patterns are only shown for the angular sector -120 to 60 degrees corresponding to
aspects radiating above the mounting surface for which the model is valid. Antenna boresight
corresponds to -30 degrees azimuth. The results demonstrate that a complex problem whose exact
solution is computationally intractable can be solved by a hybrid method with a great deal of fidelity.
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Figure 2-Spiral Antenna Mounted on Aircraft 10.4 GHz V-POL
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The lobes that are significantly above the free space levels between 0 and 30 degrees were of particular
interest. A color display was used to map portions of the aircraft generating the greatest contribution to
the far field pattern at these aspects and viewed using MrPatches [6]. The color visualization enabled
rapid identification of the major contributors.

A fiat spiral antenna tends to have uniform broadband performance across its operating band with little
difference between vertical and horizontal polarization, Its active radiating region is the spiral arm
whose circumference is approximately a wavelength. Successive spiral arms moving radially outward
tend to be like parasitic elements. The dynamics of radiation from a conformal spiral, on the other hand,
is not well understood. It exhibits greater variations in gain with respect to polarization and frequency.
Conventional outputs such as far field azimuthal patterns and spiral current magnitude plots for both flat
and conformal antennas are similar and shed little light on the differences in performance.

When the spiral currents are displayed using EM-ANIMATE, a qualitative difference is seen. The flat
spiral antenna exhibits tight coupling between successive spiral arms, giving rise to a pinwheel-like
effect where a traveling wave spins around each arm at the same angular velocity. The currents appear to
originate at the central feed point and propagate around the spiral toward the two outermost arms at this
uniform angular rate until they reach the ends of the arms, at which point they reflect back in the
opposite direction. This will be detailed in the video presentation accompanying this paper.

The conformal spiral antenna exhibits looser coupling between successive spiral arms. The currents are
more disorganized and appear relatively random after a few spiral turns. The disorganized behavior of
currents on the curved spiral is probably a causative factor in its relatively higher axial polarization ratio.
In any event, this significant phenomenological difference in current propagation along the spiral arms
could not have been discovered without the animation. Further study including animation of the near
field radiation surrounding the antenna may shed more light on the physical mechanisms.

4. References

[1] "HyPACED Code, Hybrid Parallel Algorithsns for Computational Electromagnetics
Demonstrations", Technical Proposal, Volume 1, Submitted by the Boeing Company in response to
Wright Laboratory PRDA 97-27-AAK, 23 July 1996.

[2] J. M. Putnam, M. B. Gedera, "CARLOS-3-D: A General Purpose Three Dimensional Method of
Moments Scattering Code", IEEE A& P Magazine, Vol 35, No. 2, Apr 1993.

[3] D. M. Elking, J. M. Roedder, D. D. Car, S. Alspach, "A Review of High Frequency Radar Cross
Section Analysis Capabilities at McDonnell Douglas Aerospace ", IEEE A & P Magazine, Vol 37, No.
5, Oct 1995.

[4] J. L. Karty, J. M. Putnam, J. M. Roedder, C. L. Yu, "Use of Near-Field Predictions In the Hybrid
Approach ", presented at the 13th Annual Review of Progress in Applied Computational
Electromagnetics, March 17-21, 1997.

[5] Kam W. Hom, "EM-ANIMATE, A Computer Program for Displaying and Animating Near-Field
and Surface Current Solutions", NASA Technical Memorandum, May 31, 1996.

[6] D. D. Car, J. M. Roedder, "A Versatile Geometry Tool for Computational Electromagnetics:
MrPatches", ACES Symposium Proceedings, Monterey, California, March 1997.

559



Evolution of an Antenna Training Aid using Electromagnetic Visualisation.
Alan Nott, BEE, CEng, MIEE

Senior Electromagnetics and Software Engineer
and

Deepak Singh BEng (Elec), Project Engineer
Army Technology and Engineering Agency (ATEA)

Department of Defence, Australia.
email:nott @ atea.mat.army.defence.gov.au

Abstract:

This paper traces the evolution of a series of antenna training aids developed by the Australian Army's
Army Technology and Engineering Agency (ATEA) for the Australian Army School of Signals. The training aids
rely heavily on the ability to produce high-quality rendered images of antenna radiation patterns using
electromagnetic visualisation techniques developed at ATEA. Adjustment of parameters such as frequency,
antenna height, slope and sag, ground type and viewing angle controls the selection and display of the
appropriate antenna pattern image. Interactive operation, coupled with the high quality images results in an aid
that provides excellent insight into the intricacies of antenna radiation patterns.

Background:

Reliable communications depend on the best use of the available equipment, and effective exploitation
of the communications medium. While this Is true of any communications method, communications in the high
frequency (HF) band, from 2 MHz to 30 MHz requires attention to matters considered by many to fall into the
realm of 'the black ars'. Both the radio equipments and their antennas are generally required to operate over a
wider range of frequencies (15:1) than equipment operating in other bands. Frequencies are often changed
several times per day chasing that elusive optimum working frequency dictated by Mother Nature as she
continues to massage the ionospheric conditions.

For some antennas, particularly wide band antennas, the radiation pattern shape can vary widely
shape with frequency, and other parameters. And while the radio equipment - the transmitter and receiver -
may function well over the required band, and even match the antenna system, unless due attention is paid to
the choice of antenna, its configuration, siting and orientation, the shape of the radiation pattern at the chosen
frequency may make communications difficult if not impossible. The use of low transmitter power to conserve
battery life or for covert operation compounds the problem.

Proper antenna training will promote better understanding and exploitation of antenna radiation
patterns, leading to improved communications availability and reliability. High performance personal
computers, with high-capacity hard and compact disk drives are becoming more readily available and can
provide a useful platform for which visual antenna training aids can be developed.

Earlier work at ATEA:

In 1991, ATEA began using NEC-2 for near field investigations. The code was obtained from the
NEEDS 2.0 package, and although some graphical input and output routines were available, in general they
required speclallsed hardware. Interfaces to AutoCAD Version 10 were quickly written (in AutoLISP). These
allowed three dimensional graphical examination and creation of NEC input files (see figures 1 and 2). This
work was reported in reference 1.
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Fig 1: NEC input file for Land Rover (part) Fig 2: Wire model of Land Rover

The AutoCAD interfaces were extended to plot field contours and colour maps and to present far-field
radiation pattern data as three dimensional meshes. Using the SlideShow capability of AutoCAD, screen-
dumps were saved as .SLD files, and by stringing these files together with a script file, animations of field
patterns were created. Although these ran fairly slowly, they showed considerable promise as a means of
understanding pattern characteristics. Arn upgrade to AutoCAD Version 12 allowed rendered images to be
created. These were used in a similar way to create radiation pattern images and animations. The images
were more realistic, despite the minimal edge treatment of faces, and further demonstrated the potential of
these techniques.

Fig 3: Mesh radiation pattern image (AutoCAD) Fig 4: Rendered radiation pattern image

(AutoCAD)

Encouraged by these successes, the rendering and animation package 3D Studio Version 2 was
obtained. In addition to its stand-alone capabilities, it could create 'photographic quality' images from the 3D
radiation pattern surfaces generated in AutoCAD.
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Fig 6: Rendered radiation pattern image in

Fig 5: Rendered radiation pattern image scene (3D Studio)

(3D Studio)

Suites of radiation pattern gain surfaces were Created in AutoCAD from a series of NEC runs, using
frequency, antenna height, or some other antenna variable as the independent parameter. These were output
as .DXF files (Drawing eXchange Format), loaded into 3D Studio and saved as .3DS files, the native file format
of 3D Studio. Morphing between radiation pattern surfaces provided a means to create pattern animations. As
the independent parameter was changed, 3D Studio provided smooth interpolation between pattern shapes.
(see reference 2)

Using the inherent capabilities of 3D Studio, animated frequency and other scales, backgrounds and
other objects can be created to annotate the images. Careful attention to lighting, shadowing, camera
positioning and control, the use of fog to suggest distance, choice of appropriate images, colour and textures
for backgrounds, for the representation of the earth and of the antenna pattern itself, can all provide subtle
clues which greatly enhance the perception and comprehension of the pattern (see figures 5 and 6). Creation
of good images is not a process to be taken lightly, but requires considerable practice to develop and maintain
the appropriate skills.

During the creation of an animation file, a series of keys (commands to move, rotate, morph etc) is
assigned to each of the objects to be animated. In 3D Studio Version 2, these were created by hand In one
instance 11000 keys were created to produce an animation of a HF radiation pattern sweeping from 2 to 30
MHz, and viewed from 64 different viewpoints - a multi-dimensional set of radiation pattern images. Creation
of the keys alone took almost three weeks but yielded an excellent result that could be saved as easily as an
animation file, a videotape or a series of still images.

Neither the animation file or the videotape has a viable capability of interactively selecting the image of
interest as a function of the parameters of interest (say) frequency and viewpoint. What was needed was an
interactive viewer so that the user could select the parameters of interest and view the appropriate antenna
pattern image. Because the computers of the Australian Army School of Signals at that time used a DOS 6.2
operating system, the target operating system for the viewer development was also DOS 6.2. This raised a
number of interesting challenges during development including writing special colour palette handling and
mouse driver procedures. (see reference 3)

A variety of still image formats is available in 3D Studio, including Tagged Image Format (TIF),
Windows BitMap (.BMP), Graphics Interchange Format (.GIF) and Joint Photographic Experts Group or JPEG
(.JPG). To determine the best file format for the application, several runs were made using these formats and
for a wide range of antenna images. With suitable compression selected, and providing there were no sharp
edges in the image (text etc) the JPEG (Joint Photographic Experts Group) .JPG format easily gave the
smallest file size for acceptable image quality. Using an image format of 640 X 480 pixels with 256 colours the
average file size per image was about 13 kbyte, allowing some 50000 images to be stored on a single compact
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disk (CD). The corresponding average file size for GIF format was 120 kbyte, reducing the CD capacity to
about 5500 images.

The choice of the JPEG format was not without its problems, as there was no readily available
decompression code which could be embedded in the viewer. Thus to write the viewer it was necessary to
become familiar with the .JPG processes. The Independent JPEG Group Internet site yielded source code for
compression and decompression and this was adapted for the application. The involvement with JPEG
processing yielded an unexpected benefit, leading to a process for the efficient compression and
decompression of radiation pattern numerical data, as distinct from images (see reference 4) If disk space
permits, it is planned to add a window to the training aid to display graphs of single cut radiation pattern data
extracted from the compressed pattern data files.

A series of .JPG image sets was created for the Bidirectional Delta Antenna in service with the
Australian Army. Each set comprised images for the patterns from 2 to 30 MHz in 0.25 MHz steps, viewed
from 16 different azimuths (22.5' steps) and 4 different elevations (300 steps). Each set comprised 5537
images, only one viewing azimuth is necessary at 90' elevation (top view). Additional sets were created for
three soil types, and three different antenna heights, giving 49833 images in all. These images, plus the viewer
executive and other associated files occupied 643 Mbyte, essentially filling the CD.

A demonstrator disk was produced containing images for the Bidirectional Delta in two different
configurations, and two different soil types. This was issued for client evaluation before embarking on further
development. The viewer screen showed the pattern image, a wire drawing of the antenna seen from the
same viewpoint, a text description of the antenna, and indicators showing frequency and viewing azimuth and
elevation. A screen from this training aid is shown in figure 7.

Fig 7: A screen from the DOS version of the Antenna Training Aid.
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During the evaluation period a number of significant events took place.

"* MIL-STD-498 documentation of the training aid software and associated processes was commenced

"* The School of Signals changed operating systems from DOS to Windows 3.1 with UNIX servers.

"* Discussions were held with the School to determine a prioritised list of antennas for which training aids
were required.

"* Geometric data for a range of antennas was obtained by field measurements, rather than using idealised

data from the antenna handbooks.

Current work:

Work has now commenced on a Windows viewer, using a reduced number of frequency steps and
viewing angles (figure 8). The number of images per set is currently 493, allowing the number of ground types.

antenna heights and other parameters to be correspondingly increased As each combination of antenna
parameters other then frequency requires the creation of a separate 3D Studio file, the amount of manual file
manipulation will increase. This effort, however, is offset by the greater versatility of the training aids.

Fig 8: A proposed screen layout for the Windows-based training aid.

It became apparent that a single viewer ceuld not easily cover the full range of antenna types because
of the range of different variables associated with each antenna, and a series of purpose-written viewers is
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envisaged. Each viewer will have the same generic layout incorporating the radiation pattern image and the
antenna wire drawing, as well as frequency and ground selection controls, and an information window
displaying textual information about the antenna type, configuration and other parameters. Controls specific to
the particular antenna, such as height, slope, sag, included angle, load and source locations will also be
required, giving rise to additional control functions on the viewer screen.

When 3D Studio creates a series of still image files from an animation file, the default file names are
derived from the first four characters of the animation file name, plus a four character numeric field which is the
frame number in the animation. With this arrangement, the DOS (and Windows 3.1n) limit of 8-character file
names limits the maximum number of still images from a single run to 10000. To allow for a greater number of
images, an hierarchical directory structure based on ground type, antenna height, slope and sag, and the other
antenna parameters is used. In this way the default file names produced by 3D Studio can be reused in
different directories, the frame number mapping into frequency, and viewpoint. This results in the 493 images
per set, corresponding to 29 frequencies, 8 azimuths and 3 elevations.

The starting point in this process is a procedure written in TurboPascal which creates:
"* The hierarchical directory structure,
"* a series of NEC input files in each lowest level directory,
"* a batch file in each lowest level directory to run the NEC jobs, collate the results, and create a .DXF file of

radiation pattern data, and
"* a 'master' batch file to call all the low-level batch files.

The master batch file initiates some 1800 NEC runs, and for the horizontal tuned dipole antenna this
took just over three hours to complete. At the end of the run, sixty .DXF files, one in each lowest level
directory, are ready for importing directly into 3D Studio. These are then imported (manually) into 3D Studio to
create the corresponding .3DS files. Each .3DS file was then merged with a generic .3DS file containing all the
objects necessary to complete the images. These objects include all lighting, cameras, pointers (for camera
control), ground surfaces for the chosen ground types, and the sky. A process written in KeyScript (the key
generation language embedded in 3D Studio) then creates all the keys necessary to produce the sequence of
images in a single run. Once this is complete the renderer is invoked with the proper parameters, producing
images at about two per minute. This process is performed once for each lowest level directory, creating the
complete suite of images for the training aid. More detail of the preparation of the 3D Studio files and image
creation is given in reference 3.

The radiation pattern images used in the DOS version were created with a 640 X 480 pixel format, and
displayed at 320 X 200 screen resolution. This was found to give a better image quality than images created
with 320 X 200 format and displayed at 320 X 200, but did not make best use of screen area. Scaling
limitations prevented alternative (non-standard) sizes from being used. With the change to a Windows
environment, this restriction was removed and images are now created to directly match the chosen radiation
pattern image size of 350 X 280 pixels. As well as providing a larger image size with superior image quality,
this arrangements result in significant reductions in image creation time, file storage requirements, and screen
repaint time.

An antenna definition file (.ADX) is needed to provide additional information for the viewer. This
includes the textual information about the antenna which is to be displayed in the information window, and
geometric antenna data for creation of the antenna wire drawing. The file also contains data on the suite of
images such as frequency range and steps, ground types, antenna geometries and configurations, and on the
directory structure. This is used for viewer configuration and for navigation to the appropriate radiation pattern
image in response to user input parameters
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Future work:

The training aids described above use rendered images to display the characteristics of antenna
radiation patterns, rather than the conventional method of graphs of pattern cuts. While these training aids
have met with wide acclaim, there is still a place for the more conventional graphical display of single-cut
pattern data. It is possible to provide this type of display as another window in the present training aid, the
graphical data being calculated from pattern data stored in a compressed form (reference 4). Whether or not
this is implemented will largely depend on the availability of additional space on the CD.

While meditating on the possibilities of simple graphical training aids, yet another variant was evolved.
This 'simple' training aid has two screens - one for directly editing the geometry of the antenna using the 'click
and drag' approach, while the other displays a selected cut of the antenna pattern. While this only currently
exists as a two-dimensional demonstrator, it could be easily extended to three-dimensional adjustment of the
antenna geometry, and selection of different antenna pattern cuts. Patterns are calculated in real time, and are
based on techniques inspired by E.K. Miller's paper on Radiation Physics. (Reference 5). Because it is
computationally intensive, it is best suited to simple antennas and requires a fast computer to provide
sufficiently rapid response time. However its simple approach has considerable potential and should be the
subject of further development.

MM -1 1

Fig 9: A screen from the 'simple' training aid.

Conclusions:

The evolution of a series of training aids developed by ATEA for the Australian Army's School of
Signals has been presented. Strategies developed for the production of high-quality images of antenna
radiation patterns derived from data generated from NEC output data has been discussed. The development of
viewers for both DOS and Windows has also been covered. Using the processes described, training aids which
provided excellent insight into the complexities of antenna radiation patterns can readily be developed. A new
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type of training aid for simple antennas and based on a graphical rather than a rendered image displays of the
radiation patterns has been briefly discussed, and further development of this approach is warranted.
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A companion graphical workbench has been developed for the NEC-BSC (Numerical Electromagnetic
Code, Basic Scattering Code) [1]. The Workbench provides a rich set of tools for generating,
validating, and visualizing model geometries prior to running the NEC-BSC, and for visualizing NEC-
BSC results. The Workbench runs on Win95/NT platforms and uses the familiar windows 'look and
feel'. Workbench features are described and some typical results of Workbench use are shown Plans
for future developments are discussed

Background
The NEC-BSC is a computer code used to analyze large complex geometries at frequencies where the
size of the object is large in terms of a wavelength It will predict radiation patterns, scattering, and
coupling. Two significant issues with the NEC-BSC are the difficulty of generating syntactically
correct and meaningful input data sets, and the difficulty of interpreting the output data The input
format for the NEC-BSC is an ASCII file containing command digraphs and numerical data The
digraphs and data represent the 3D model geometry and ancillary data to be used in the NEC-BSC
computation. This format, while human-readable, isn't very human-understandable Generation of a
complex problem geometry is tedious at best, and impossibly difficult at worst Regarding
interpretation of the NEC-BSC output, the ability to superimpose UTD ray results onto the model
geometry allows the user to gain better insight than with pattern information alone In recognition of
the need for visualization support, the principal author of the NEC-BSC has collaborated with two
other researchers at the Ohio State University's ElectroScience Laboratory to develop a tightly
integrated, windows-based graphical workbench which acts as a pre- and post-processor for the NEC-
BSC.

Lee Henderson, who worked at OSU-ESL until recently, defined and implemented the original
architecture for the Workbench (released as NEC-BSC Workbench V2 [2]) The authors have
extended and enhanced this user interface to be fully compatible with the commands and feature set of
the currently available NEC-BSC V3, and the soon-to-be-released NEC-BSC V4

Workbench Features
The Workbench Version 4 has been developed in parallel with NEC-BSC V4, and will be released as a
companion product to it The NEC-BSC input sets generated by the Workbench conform completely
to the formats specified in the NEC-BSC V4 Users Manual In general, a valid input data set produced
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by any means can be read and manipulated using the Workbench. In addition to visualizing the
geometry described by an input set, the Workbench facilitates the generation and manipulation of data
sets. A geometry object can be interactively inserted, edited, removed, rotated, translated, and scaled.
The effects of changes to the input set are immediately visible in a wireframe geometry model.
Objects can be created in a convenient coordinate system, and then rotated/translated to another one
for scattering analysis. Reference, local, and object coordinate origins are optionally viewable for any
object. Sources and receivers can be single objects or arrays. Array elements can be generated with
identical orientations, or oriented individually. Sources and receivers are displayed in distinctive
colors. Output from the NEC-BSC is viewable as rectangular plots with a number of selectable
parameters. Rays can be viewed superimposed on the model geometry.

One of the principle goals for the Workbench was to make it consistent with the widely used windows
'look and feel', so that users already familiar with other windows-based programs would not have to
learn yet another interaction methodology. The current workbench uses standard windows graphical
components and control features such as dialog boxes, document and view windows, and context-
sensitive help.

Typical Operations
Some of the typical operations supported by the NEC-BSC Workbench are described below. These
operations are the ones a user might employ to generate, edit, and validate an input set, submit the
input set for NEC-BSC processing and then view the results.

Generate and visualize new objects
The first step in preparing a problem for electromagnetic analysis is to generate a valid input set that is
representative of the problem geometry and the frequency or frequencies of interest. A new input
document is created by launching the Workbench and selecting 'FILEINEWIBSC Input'. This creates
a blank input document. New NEC-BSC commands can be entered manually, or can be automatically
formatted and entered into the input data set. In Figure 1, a new blank document has been created, and
the 'New Command' dialog box showing all available NEC-BSC commands has been launched by
pressing the 'New Command Wizard' toolbar button (N).

I. P•0

Figure 1. Creating a new input data set

569



When a new command is selected, a dialog box appropriate for the command is displayed for user
parameter entry, as shown in Figure 2

Figure 2: Adding a PG (plate) object

Note that the dialog boxes use the familiar windows interface elements After (or as) a geometry
model is constructed, the user can view the object as the NEC-BSC code would see it Figure 3 shows
the input data set and wireframe view of a simple truck model
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Figure 3: Simple truck geometry model

NEC-BSC provides a number of geometric primitives, and the Workbench supports them all In
addition to the basic plate (PG), there are multiple-plate (PM), cone frustum (CF), Cylinder (CE), and
test cylinder (TC) primitives The Workbench supports each primitive with its own customized dialog
box

Rotate/Translate objects from the reference coordinate origin
The Workbench supports the NEC-BSC RR & RT commands These two commands allow the user to
rotate and/or translate a geometry object The RT command rotates/translates from the original or
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'reference' origin, and the RR command (new to V4) rotates/translates relative to the current or 'local'
origin (the local origin is the-reference coordinate system transformed by any preceding RR or RT
commands). In addition, some objects incorporate a separate 'object' coordinate system. To assist a
user in determining an object's 'reference', 'local', and 'object' (if any) coordinate system origin and
orientation, display of the local and object coordinate axes can be turned on or off for each individual
object contained in the input data set. Figure 4 is the same truck model shown in Figure 3, except now
a RT command was used to rotate/translate the model from the reference origin. As can be seen by the
local coordinate system axis (the 'primed' axis), the truck geometry was originally created at the
origin for convenience, with the front of the truck oriented along the X-axis. Then the entire object
was rotated and translated using the RT command.

o do- I oo oo go
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Figure 4: Truck model rotated and translated from reference origin

Generate and visualize pattern cuts
Generation and visualization of both 'Far Zone' (PF/VF) and 'Near Zone' (PN/VN) pattern cuts are
supported by the Workbench. Generation of both types is accomplished via fill-in fields in customized
dialog boxes. Once either of these commands are in the input data set, they are represented in the
wireframe view by a pattern of dots. The pattern traces are oriented in the same way as the actual
pattern cut is oriented.

Generate and visualize sources and source arrays
Generation and visualization of sources, receivers, source arrays, and receiver arrays are supported by
the Workbench. Generation of these objects is done in the same manner as for any other object, with
the addition that source, and/or receiver objects can be set up to 'move' through the model geometry
space. Moving receiver or source objects are displayed with the receiver/source geometry shown on
the pattern trace. Figure 5 shows an array of sources on a flat plate, modeling a phased array
geometry. Note that in this figure, the source array and backing plate were created at the origin and
then translated/rotated away. This can be seen from the blue 'primed' coordinate axes.
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Figure 5: Phased array source model

Source/Receiver Movement

The NEC-BSC and the Workbench supports antenna (source and/or receiver) movement along near-
zone pattern paths. Both single cut (PN) and multiple cut (VN) features are supported To help the
user achieve the desired antenna orientation, the Workbench allows the user to step the antenna
through all defined pattern points. At any point, the antenna is depicted with the orientation specified
by the user. This allows the user to immediately see if the actual orientation is what was intended
Keyboard accelerator keys are provided to 'fly' the antenna through its entire range of motion

Edit and manipulate input data

Input data sets can be easily edited and manipulated The effect of any manipulations becomes visible
as soon as the user refreshes the wireframe view by clicking in the wireframe view window or by
selecting the refresh function. This allows a user to quickly adapt a model to a new situation, or
troubleshoot problems. Selected input lines may be commented out or in by simply selecting the lines.
right-clicking on the selection, and selecting the desired operation from a pop-up context menu In
Figure 5 above, the source array and backing plate were isolated from a larger model by commenting
out all the other lines. If the user double-clicks on a line containing the start of a command block, then
the edit dialog box for that object is displayed for user edit User changes (if any) to dialog box data
are validity checked and then written back to the input data set The user is notified of any problems
with the data (a warped plate, for instance). User edits of a model geometry object can also be
accomplished by double clicking on an object in the wireframe view. This brings up the same dialog
box as if the user had double-clicked on the first line of that command block in the input set This
means that the user doesn't have'to know where an object's command block is located in a long input
set; the block can be accessed naturally via its representation in the model geometry window

As with most windows applications, the user can freely zoom and scroll within the geometry model
In addition, the user can adjust the angle from which the model is viewed either with a graphical "drag
ring' or via the arrow keys
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Include 'canned' model geometry
Version 4 of the NEC-BSC supports the use of an 'include' file (IC command). This allows the user
to incorporate relatively static aspects of a model with a two-line command. For instance, if an
antenna which takes five lines to describe in an input set is added to a complex 1000 line aircraft
model, the entire input set can be 7 lines instead of 1005. All coordinate transformations, material
changes and object scaling commands in the included file are properly incorporated into the model
geometry. The Workbench fully supports insert, delete, and edit operations on included files. The
user can insert an IC file into an input data set via the command wizard or manually in the same
manner as for other objects. Changes to an included file are accomplished by opening and editing the
file in a second window (display and edit for the second window are supported in the same manner as
for the 'parent' input set). The parent model geometry wireframe view will be updated when the user
saves any changes back to the included disk file and selects the 'refresh' function in the parent
wireframe view. Included files are 'read-only in the parent input set, and included file objects cannot
be selected in the parent wireframe view. If an IC command block is commented out, the entire IC
file's model geometry contributions disappear from the wireframe view. If it is commented back in,
then it all reappears. To avoid slowdowns due to repetitive disk accesses to large IC files, included
file objects are cached in RAM. The disk file is re-read only if it has been modified.

Run NEC-BSC and view output
Once the user has verified that the input data set is in fact the geometry that the user wishes to address,
the file is saved and NEC-BSC is run. NEC-BSC can be run independently from the Workbench, or
the Workbench can be used to launch NEC-BSC with the currently active file as the input set. In
either case, the output from NEC-BSC is the form of an *.OAA (plot description) file, and possibly a
*.ORY (ray description) file. The *.OAA file can be viewed in the Workbench by simply opening the
file. Figure 6 shows a typical output plot. The NEC-BSC also outputs a *.OUT file containing 'raw'
numerical results, but this file is not used by the Workbench.

. I90 ' " .l , L , I . , ,

0 90 180 270 360

Figure 6: Typical output plot

Viewing NEC-BSC output in terms of ray paths and interactions is accomplished by opening a *.INP
file in a wireframe view window, and then opening the corresponding *.ORY file. The ray paths are

573



shown in blue by default. Additional information about each ray is available by double clicking on a
particular ray. This action brings up a dialog box that shows the field strength, the normalized field
strength, and the number of interactions. Figure 7 shows a simple input set and a filtered subset of the
ray interactions resulting from the selected test conditions

/7

Figure 7: Typical ray trace output

Access help files

Consistent with the windows application model, NEC-BSC Workbench V4 incorporates fairly
extensive on-line help features. Help topics include text from the NEC-BSC command reference
(Chapter 4 in the user's guide), along with individual help sections for each (non-trivial) command
dialog box. Dialog box help is also accessible via FI when the dialog box is displayed

Other features

"* Advanced users can directly edit the 'terms' (*.INT) file associated with the 'Execute Terms' (XT)
command. This allows fine control over what terms are retained or neglected in the NEC-BSC
computations.

"* Plots and other outputs can be printed on any of the huge variety of printers and other output
devices supported by Windows 95.

"* Input data sets, wireframe models and plots can be easily captured and included in reports and/or
presentations.

"* Because the Workbench is a standard windows application, it can even be run across the intemct
using any of the available 'whiteboard' products In one instance, this capability was even used to
graphically demonstrate the presence of a bug in the Workbench code.

Conclusion

The NEC-BSC Workbench is a useful companion tool for use with the NEC-BSC Use of the familiar
windows 'look and feel' allows users to use it without having to learn yet another interaction
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methodology. Because it was developed in collaboration with the principal author and developer of
NEC-BSC V4, the Workbench incorporates and supports all V4 features and capabilities.

Future plans for the NEC-BSC Workbench include the following
"* Incorporate 3D solid modeling.
"* Apply pseudo-color amplitude coding to ray plots.
"* Extend the help files to include the entire reference manual.
"* Port the Workbench 'look and feel' to other ESL codes, such as the reflector, aircraft, and ESP5

codes.
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ABSTRACT

We introduce a new software product called ArconVizc, which facilitates the use of older
established codes such as GEMACS[I] or NEC[2]. Since these legacy codes were developed
before the availability of graphical workstations, they lack the ease of use extended to the user by
a 'Windows' type user interface. ArconViz provides an envelope around these codes providing
them the look and feel that modem computer users expect.

INTRODUCTION

We have developed a software package which will provide for legacy codes, such as
GEMACS or NEC, some of the facilities typical of modem windows based applications. In
addition to GEMACS and NEC, other codes accommodated include the Radar Cross Section
code GRECO[3], particle transport code ITS[4] and the heat transfer code SINDAIG[5].

Formerly, these codes required a fully text-based input format reminiscent of the punch
card. ArconViz provides to the user a Graphical User Interface (GUI) typical of Windows or
X-Windows applications.

In addition, all of these codes require specification of a geometric situation. With the
exception of GRECO, which has its own geometry translation facility, Arconli: provides a
facility which will allow the user to specify the problem using a Computer Aided Design (CAD)
program, import the output from the CAD into Arconlliz which will then translate the data into a
format recognized by the particular scientific modeling program.

In this paper we will show some of the steps taken in the specification of a simple
GEMACS problem.

DEVELOPMENT

We have developed two versions of ArconViz, one for the UNIX workstation and one for
32-bit Windows PC. The UNIX version was developed using C++, with Motif for the User
Interface and OpenGL[6] for the various graphics screens. The PC version was developed using
Microsoft Visual C/C++ and again OpenGL for visualization.
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PROGRAM FUNCTION

In this paper we will demonstrate some of the capabilities of Arcon Viz by examining the
analysis of a communications hut with a radiating T antenna on top using GEMACS modeling
code.

1. Geometry Design.

The user would first design the geometric situation using a standard CAD program, then
output the geometric data in the IGES[7] format. The user is then able to import the geometry
into ArconViz, which will allow the user to visualize the input situation (Figure 1).

Figure 1. Input geometry visualization.

2. Setting Physical Properties

After importing the geometry into ArconViz, the user is able to set physical properties.

For instance, the user may 'click' one of the sides of the block house which would bring up a
dialog box as shown in Figure 2.
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Figure 2. Setting physical properties of a panel.

With the aid of the dialog box (Figure 2). the user may specify the conductivity of the

panel (-I indicates perfect conductivity), whether the panel will be analyzed as patches or plates.

and the number of patches or plates the panel will be divided into. The specification of material

enters into the analysis of the geometr' as required by other modeling packages such as ITS or

STNDA/G.
In addition to being able to set the panel properties as in Figure 2, the user may also set

the properties of a wire, as in Figure 3. In this case the program will provide the locations of the

end points of the wire, allow the user to specify properties such as conductivity, request that the

wire be segmented, and specify a voltage excitation source on one or more of the segments.

Complex Shapes

In addition to the analysis of simple shapes such as panels and wires, ArconViz provides

the user other capabilities. For instance, for GEMACS. ArconVif is able to examine the

geometric data and recognize entities such as cylinders and end caps. For other codes. Arcon Vi:

is able to recognize shapes such as cone, sphere, ellipsoid, wedge, and others. Also Arcon Viz is

able to analyze complex shapes encoded using NURBSs and recast them in a format which

GEMACS understands.
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Figure 3. Setting wire properties.

CONCLUSION

ArconViz will facilitate the use of a number of classic scientific modeling codes such as

GEMACS and NEC. It will provide a modeling environment where the user may choose the
type of analysis to be done on a particular situation. In addition to providing input into these

modeling codes, ArconViz will also provide the user immediate output visualization.
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Abstract - Visual EMag (VEM) is a 2-D static electromagnetic simulator intended as a visualization aid
for students in undergraduate electromagnetic courses. VEM utilizes finite difference techniques in
electrostatic and magnetostatic environments. TGT techniques are incorporated for compact simulation
of open boundaries. The VEM code, written in Matlab 5 for Windows 95, provides a user friendly
graphical interface which is inexpensive and platform independent. The presentation includes a
demonstration of the simulator.

"Teaching and learning O's and 1 's is easier than teaching and learning electromagnetics."

Robert MacIntosh

Introduction - Students in undergraduate electromagnetics courses are faced with challenging learning
tasks. Firstly, they must master the basic principles-Gauss's law, Ampere's law, Faraday's law.
Secondly, they must learn the to "speak" the underlying mathematical language used to describe the
phenomena. Thirdly, they must learn to visualize abstract potentials and vectors as representations of
fields in space. Fourthly, they must be able to "connect" the mathematical and the physical world. The
symbols and equations must impart the meaning of the physical phenomena and vice-versa. These
learning tasks are all focused upon students gaining an intuitive sense of the behavior of electromagnetic
fields.
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To this end, EMAG, Manke[l], was developed as a menu-driven, networked computational tool. But
with revolutionary increases in computational power and rapidly developing numeric techniques for
electromagnetic problems, EMAG has been redesigned recently to include the highly-interactive, rich
graphical environment of modem computers. VEM provides a powerful, yet inexpensive, tool for the
visualization of electromagnetic potentials and fields commonly encountered in undergraduate courses.

Features - The salient features of VEM are summarized below:

* Geometry: 2-dimensional geometries in rectangular coordinates and rotationally symmetric
cylindrical coordinates.

* Domain: Electrostatic and magnetostatic.

* Stimuli: Voltages and charges in electrostatic mode; currents in magnetostatic mode.

* Material: PECs, PMCs, conductors, dielectrics, and magnetics.

* Grid Size: User selected.
* Boundary conditions: Standard Dirichlet and Neumann boundary conditions and Open boundaries

via pre-calculated or user-calculated Transparent Grid Termination (TGT) Lebaric [2].

* Structure-Laevout window: Objects and materials can be added, positioned, modified, and deleted by

standard windows drawing tools.
* Solution Method: Finite Differences.

* Solution Window: Equipotential surfaces or contours, modified quiver plots of vector fields,
adjustable visualization viewing angle.

* GUI: Standard windows assortment of sliders, buttons, and menus for user interaction while
providing input in structure layout and observing results in solution windows.

Results - This work is in progress up to the date of the conference. Demonstration of the software
will be included in the presentation.

References
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0. ABSTRACT
Among the various applications for which numerical electromagnetics models can be productively em-
ployed is that of conducting computer experiments for the purpose of exploring fundamental physics
phenomenology such as radiation. A time-domain model is especially well-suited for this purpose since
it provides a convenient way of isolating local effects in a manner not as readily achieved using its
frequency-domain counterpart. This paper reports on some computer experiments using TWTD (Thin-
Wire Time-Domain), an integral-equation, time-domain model based on the electric-field integral equa-
tion.

The main question investigated here using TW'D is to examine where and how much energy is lost as a
function of time when a wire object is impulsively excited as either and antenna or scatterer. It will be
demonstrated that a space integral over an object of I(s,t)2 and [Q(s,t)c]2 , where c is the speed of light
in the medium in which the object is located, provides a measure of the energy stored on it and whose
time variation can thus exhibit its rate of radiation. Furthermore, when related to the time-dependent
spatial source distribution, this measure indicates from where radiation occurs, thus shedding some light
on the question "Why and from where does an object radiate?"

1. BACKGROUND
Maxwell's equations are now routinely solved using first-principles models (FPMs) developed in either
the time domain (M"1) or frequency domain (FD) and based on either integral-equation or differential-
equation formulations, or their equivalents. The predominant application of these numerical models
seems to be for analysis and design of specific objects of interest, demonstrating the degree of maturity
of computational modeling. Ano-less valuable role for FPMs is their use for exploring more fundamen-
tal aspects of electromagnetic physics, one of which is that of the radiation process. While it can be es-
tablished analytically that accelerated charge is the cause of radiation, quantitatively identifying where
charge acceleration occurs on an object and how much radiation is produced on an incremental basis
from over its surface, has so far not proven to be straightforward.

As is demonstrated here, a TD model can evidently provide a measure of the energy represented by the
source distribution on an object, i.e. its electric current and charge, that appears that offers some insight
into where and how much radiation the object generates as a function of time. This measure, as dis-
cussed earlier by Miller and Landt (1980), is given by the energy quantities Wi(t) = f5(s,t)2 ds and

WQ(t) = f[Q(s,t)c]2ds' , where c is the speed of light in the medium in which the object is located and
the integrals are over the object's surface. Miller and Landt's earlier results did not examine the behavior

'Miller and Landt computed WI and WQ'= WQ/c2, which results in the average value of WQ' = Wi/c 2 . The
G2 proportionality factor not only puts Oc and I in the same units but then yields WI = W which seems reason-
able it the energy is approximately shared between the electric field of moving charge and the magnetic field
due to the charge motion. Bevensee (1997) derives a result containing 12 and (Qc)2 as an energy measure, but
using their difference rather than their sum. Consideration of E and H energy integrals also suggests this result.
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of WT(t) = WQ(t) + WQ(t), however, but displayed their time variations separately. While WI and WQ
individually can be useful, it is their sum that is needed if the rate of energy loss, and therefore, of radia-
tion, is to be determined.

We begin by hypothesizing that the total energy stored in the near fields of an object is proportional to
WT, with W1 representing the magnetic-field energy and WQ the electric-field energy. While there may
be some uncertainty about whether the energy in the near fields can be determined from the source distri-
bution itself, rather than from a volumetric integral of E2 and H2 , it's obvious that were there no
boundary-source distribution, there would be no near field. Thus it appears reasonable, since the
sources terminate the fields through the appropriate boundary conditions, to assume that the stored ener-
gy is proportional to the source distribution, which is the approach explored here, but there is one im-
portant caveat to this assumption that is discussed below.

3. THE RADIATION PROBLEM
We first examine the ease of a wire driven at its center by a Gaussian voltage pulse V = exp(-a 2 t2 ). The
modeling parameters employed, using the Lawrence Livermore National Laboratory TWTD code
(thanks to Jerry Burke for providing a Macintosh version), are:

TABLE I
Time step = 1.515c-10 s: Nominal number of time steps = 500: Pulse parameter a = 3.25e9/s

Wire length = 4 m: Wire diameter = 0.001 m: Number of space segments = 199

It should be noted that some initial calculations were done using a single-precision version of TWTD (32
bits) that sometimes produced divergent results but which were eliminated when a double-precision ver-
sion was used.

A plot of the broadside radiated field for this problem is shown in Fig. 1. Note that the first pulse is
produced due to the initial charge acceleration caused by the driving voltage. The next pulse is caused
by the first end reflection of the outward-propagating currentlcharge (I/Q) pulse, and is of opposite sign
because the charge acceleration is reversed relative to that initially caused. The lower-amplitude radia-
tion field between these two pulses is caused by a partial, continuing reflection of the I/Q pulse as it
propagates away from the feed region. As might be expected, the subsequent radiation field consists of
a series of oppositely signed pulses as the current and charge change direction upon each end reflection.
Also, the radiation field continues to diminish in amplitude due to the energy loss associated with these
reflections.

Results for WT, W, and WQ are shown in Fig. 2. However, contrary to what should be expected on
physical grounds, the result for WT does not monotonically decrease after the driving voltage goes to
zero; instead it exhibits slight increases upon each end reflection. This is of course where a near zero
occurs in W, and where WT is dominated by WQ. Recall that WQ involves a proportionality constant,

e2, which as shown below in Fig. 3 results in essential equality between the current and charge terms
away from the wire ends and away from the wire center where the pulses meet, i.e., I = Qc. It's not
clear that this equality should hold in the vicinity of the wire ends, though, and were a smaller value to
be used, possibly as a function of distance from the ends, then WT could be apparently made to have a
monotonic-decreasing behavior. The maximum decrease in WT occurs at each end reflection, while a
smaller decrease is associated with the pulse propagation away from the ends.

The snapshots of I and Qc presented in Fig. 3 demonstrate these effects in a different way. As the I/Q
pulses leave the source region, it can be seen that I and Qc are graphically indistinguishable, where they
have the same signs. This equality is disrupted during end relection as well as when they meet at the
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wire's center where the charge pulses cancel, being of opposite sign. The pulse amplitudes decrease
more slowly in the propagation phase than during end reflection, although their collective effects, as far
as the amount of radiation that results is concerned, may not be too dissimilar. It would be necessary to
examine the radiation field more completely over the far-field sphere to more fully separate these contri-
butions.
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Figure 1. The broadside-radiated field for the antenna problem over the entire 500 time steps of the computation. The various
field components are connected with various changes in the acceleration of the charge flowing on the wire.

8e-5

- CURRENT
CHARGE

6e-5 SUM

4e-5

2e-5

Oe+O
0 100 200 300 400 500

TIME STEP

Figure 2. The energy for the radiation problem. While their sum is approximately monotonic decreasing, W, and WO widely oscil-
late in value, with the latter a maximum as the I/0 pulses meet at the wire's center and the latter on each end reflection.
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Figure 3. Snapshots of the current (solid line) and charge times c (dashed line) on a wire excited at its center by a Gaussian volt-
age pulse. Time steps progress in units of 10 from 21 (upper left) to 101 (lower right). A slight decrease in the pulse amplitudes is
seen as they propagate down the wire with a more pronounced amplitude decrease upon end reflection

3. THE SCATTERING PROBLEM
Not surprisingly, a quite different picture is seen when the wire is instead excited by a broadside-
incident, Gaussian-pulse plane wave, although qualitatively the associated phenomena are quite similar
to the antenna case just considered. As before, we present first the broadside scattered field for the first
in Fig. 4. Aside from the absence of a second pulse in this interval as caused by end reflection for the
antenna problem, the radiated field is otherwise quite similar. An initial "specular flash" occurs due to
the incident field setting charge on the wire into motion, which is then followed by a lower-amplitude
field of opposite sign which is evidently also due to slowing of the I/Q waves, as exhibited more clearly
in Fig. 6. A continuing decrease in the scattered field with time is seen in Fig. 4 due to the shedding of
energy, a result more clearly demonstrated in the energy plots of Fig. 5.

The WT, WI and WQ results shown in Fig. 5 for the scattering problem, where it may be see in contrast
to the antenna problem, that WT appears to decline monotonically in time. The maximum change in WT
occurs approximately at maxima in WI and the minimum occurs approximately at maxima in WQ. This
implies that radiation is predominantly controlled in this case by a small amount of of charge reflection
along the wire's length rather than by end reflection as occurs for the antenna case.

Snapshots of I and Qc are presented in Fig. 6 for the scattering problem. The spatially uniform current
initially produced decays in time after the incident field is no longer present, consistent with the previous
observation that a partial reflection of the I/Q wave takes place along the wire. The ends of the current,
on the other hand, collapse inward due to end reflection, a more abrupt phenomenon.
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Figure 4. Broadside scattered field from a wire illuminated by a broadside-incident, Gaussian-pulse pulse plane wave. After an
initial specular flash caused by charge acceleration due to the incident field, the field reverses sense as the 1/Q waves undergo a
partial reflection as they propagate along the wire.
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Figure 5. The energy quantities for the scattering problem. In contrast with the radiation problem, WT here is essentially a mono-
tonic decreasing function, evidently because end reflection is not as important as for the radiation case.
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Figure 6. Current (solid line) and charge times c (dashed line) on a long wire illuminated from broadside by a Gaussian-pulse
plane wave. Time advances in units of 10 from 21 (upper left) to 101 (lower right). After a uniform current flow is established by
the incident pulse, it decreases in amplitude due to a partial reflection of the 110 waves propagating along the wire and collapses
inwards due to end reflection.

4. CONCLUDING REMARKS
Results for a long wire center-excited by a Gaussian voltage pulse or excited from broadside by a
Gaussian-pulse plane wave have been presented. In particular, two energy measures are used as indica-
tors of when and, by inference, from where the wire radiates as a function of time. These measures are
given by WI(t) =fI(s,t)2ds and WQ(t) = f[Q(s,t)c] 2ds for the current and charge, respectively, whose
total is WT = WI + WQ The change with time of WT appears to provide a way to estimate the rate at
which the energy stored by a pulse-excited object is lost due to radiation.
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